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Wi-Fi 1

11Mbps

=1.5hours

2003/2004
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Wi-Fi 2/3

54Mbps

97% faster
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Wi-Fi 4
=12min
5GHz - 40MHz
MIMO
300Mbps
2013
11ac
Wi-Fi 5
[ )
256QAM
400Mbps
48% faster

1024QAM
573Mbps

based on 2x2 6GHz Laptop // 60% in 2.4GHz, 70% in 5GHz and 80% in 6GHz efficiency // 4K 110min Movie = 25GB

11ax

Wi-Fi 6E

6 GHz — 80MHz
i 960Mbps

58% faster




The typical user ticket if a Wi-Fi device is involved...
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Network monitoring and diagnostics are difficult and complex

Roaming

WLC Capacity WAN QoS, Routing, ... —

DNS

Authentication

Interference

IP Pools

In a typical network, What's the problem?
there are over 100

different points of
potential failure Where is the problem?
between the user and

the application How can | solve the problem quickly and avoid
it.in the future?



Challenge for IT departments: An IT specialist spends
43% of the time on average on diagnostics

"l don't have time
to think"

Maintenance teams spend 4
times more time collecting

diagnostic data than analyzing

and concluding it

"Everything works \,
fine for me"

The maintenance teams cannot
reproduce the problem quickly
and easily or are unable to
diagnose it in real time. They
also do not have access to the
history of the network, user and
application work.

"Is it slow? | don't
know where the
problem is. "

Problems with the quality of the
user's work (user experience)
are very difficult to diagnose

due to the "blurring" of
responsibilities, the number of
points where problems may
appear and the lack of
measures to assess the quality
of the service




Elements of diaghostics and monitoring of WiFi

networks

Client, AP or application
diagnostics
(Client, Device,
Application Health)

Wireless network
performance parameters
(Network Health)

Basic and intuitive (easy to
understand) measures of the
performance quality and
efficiency of WiFi networks
and network services (AAA /
DHCP). Real-time reporting
with trend observation.

Identifying the problem and
providing the administrator
with information and
diagnostic tools embedded in
the context of the problem
being solved. Hints. Analyzes.
Conclusions.

Visualization of the
wireless network
(Maps & Topology)

Visualization of the physical
layer of the network as well as
clients and disturbances
operating in the network.
Wireless network layer (What
and where does it work and
what is it connected with?)

Observation of trends in
the wireless network
(WiFi Trends)

Proactive network
diagnostics
(WiFi Sensors& Notifications)

Forecasting the state of
network operation in the
future and indicating in
advance trends and problems
that will affect its operation in
the future.

The use of wireless sensors for
proactive network monitoring.
Reduce the diagnostic time
from days to minutes.
Detecting the problem before
it occurs (prevention).

A modern monitoring and diagnostic system should help people work faster, smarter and more

efficiently



Demonstrations

Cisco Catalyst 9800 Cisco DNA Center



Client, AP
or Application
Diagnostics




. Client with mac address
<MAC1> is not able to join
the wireless network

. Clients dropped from the
wireless network earlier

today at 10AM and
recovered

. Some clients fail to
connect after a failover




C9800 Client State Verification (WebUI)

Monitoring ~

Clients

Dashboard

Selected 0 ¢

Client
O Addres

0 c8d7\

Licensing

;(‘ Troubleshooting

Client

360 View General

General

MAC Address
Uptime(sec)
WLAN Name
AP Name
Device Type

Client Performance

Capabilities

Fabric Status

QOS Statistics ATF Statistics

User Name
N/A

Host Name

WinClient-WLAN

c8d7.19bd.c87c  Deau

54 seconds
C9k8-66-psk

al AP-C9130-JC (Ch: 56)
Linksys-Device

Signal Strength: -24 dBm Signal Quality: 69 dB
Connection Speed: 0 Mbps

Ch BW(Negotiated/Capable): 40 MHz/80 MHz
802.11ac

Disabled

Mobility History Call Statistics

Top Applications

360 View General QOS Statistics

Client Properties AP Properties

MAC Address
Client MAC Type
Client DUID

ssl L
google-
ms-

IPV4 Address

User Name

Policy Profile

Flex Profile

Wireless LAN Id

WLAN Profile Name

Wireless LAN Network Name (SSID)
BSSID

Uptime(sec)

Idle state timeout

Session Timeout

Session Warning Time

Client Active State

Power Save mode

Supported Rates

QoS Average Data Rate Upstream

QoS Realtime Average Data Rate Upstream

ATF Statistics

Security Information

Mobility History Call Statistics

Client Statistics QOS Properties EoGRE

c8d7.19bd.c87¢c

Universally Administered Address

NA

192.168.60.150

N/A

C9k8-66-psk_profile

N/A
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C9k8-66-psk_profile

C9k8-66-psk

2c57.4187.a40f

54 seconds

N/A

36000 sec (Remaining time: 35947 sec)
Timer not running

In-Active

OFF
6.0,9.0,12.0,18.0,24.0,36.0,48.0,54.0
0 (kbps)

0 (kbps)



C9800 Client State Verification (CLI)

show wireless client mac-address <CLIENT _MAC> detailed

Client MAC Address <CLIENT MAC>
Client MAC Type Locally Administered Address
Client DUID: NA

Client IPv4 Address <CLIENT IPv4>
Client IPv6 Addresses <CLIENT71PV6>
Client Username: N/A

AP MAC Address <AP RADIO MAC>

AP Name: 9120 N B

AP slot : 1

Client State Associated

Policy Profile ppcentrall50

Flex Profile N/A

Wireless LAN Id: 11

WLAN Profile Name:
Wireless LAN Network Name

BSSID

Connected For

9800psk
(SSID): 9800psk
<AP BSSID>

71 seconds

Protocol 802.1lax - 5 GHz
Channel 100

Client IIF-ID 0xa0000001
Association Id : 1

show tech-support wireless client mac <CLIENT_MAC>

EAP Type

Mobility:
Move Count
Mobility Role
Mobility Roam Type
Mobility Complete Timestamp

Central

Client Join Time:
Join Time Of Client

Policy Manager State: Run
Last Policy Manager State
Client Entry Create Time
Policy Type WPAZ2
Encryption Cipher CCMP
Authentication Key Management

Not Applicable
VLAN Override after Webauth
VLAN 150

Multicast VLAN : O

.... for details across components

(AES)

0
Local

None
06/06/2022 08:59:36

06/06/2022 08:59:36 Central

IP Learn Complete
71 seconds

FT-PSK

Session Manager:

Resultant Policies:

VLAN Name VLANO150

VLAN 150

Absolute-Timer 1800
FlexConnect Data Switching N/A
FlexConnect Dhcp Status N/A
FlexConnect Authentication N/A

Client Statistics:
Number of Bytes Received from Client : O
Number of Bytes Sent to Client : O

Number of Packets Received from Client
Number of Packets Sent to Client : O
Number of Policy Errors : 0

Radio Signal Strength Indicator -61 dBm

Signal to Noise Ratio 35 dB

0



Always-on Tracing

- Always-on traces and show help identify
misconfigurations, errors and such

- GUI allows only conditional always-on

traces
Enter time interval * C LI :
Enable Internal Logs 0 ShOW |Ogging prOfiIe Wireless tO'ﬁIe <>
Generate logs for last @ 10 minutes O R

0 30 s show logging process wncd

@) 1 hour

O since last boot

- By default, always-on traces from last 10
minutes are collected.

O’ 0-4294967295 ’ seconds v

» You can choose duration over which to
generate



Always On: Failed Client Connection

show log profile wireless start last 10 minutes filter mac <CLIENT_MAC> to-file <FILENAME>.txt

[client-orch-sm] [23554]: (note): MAC: c23f.bald.984a Association received. BSSID c064.e423.c64d, WLAN 9800psk, Slot 1 AP
c064.e423.c640, 9120

[client-orch-state] [23554]: (note): MAC: c23f.bal4.984a Client state transition: S CO INIT -> S CO ASSOCIATING

[dotll] [23554]: (note): MAC: c23f.bald.984a Association success. AID 1, Roaming = False, WGB = False, 1llr = True, llw = False Fast
roam = False

[client-orch-state] [23554]: (note): MAC: c23f.bal4.984a Client state transition: S CO ASSOCIATING -> S CO L2 AUTH IN PROGRESS
[client-auth] [23554]: (note): MAC: c23f.bald4.984a 12 Authentication initiated. method PSK, Policy VLAN 150, AAA override = 0, NAC =
0

[ewlc-infra-evqg] [23554]: (note): Authentication Success. Resolved Policy bitmap:11 for client c23f.baléd.984a

[client-auth] [23554]: (note): MAC: c23f.bald.984a sent. Client state flags: 0x71 BSSID: MAC: c064.e423.c64d capwap
IFID: 0x90000004, Add mobiles sent: 1

[client-keymgmt] [23554]: (ERR): MAC: c23f.bald4.984a Keymgmt: Failed to validate eapol mic. MIC mismatch.

[client-keymgmt] [23554]: (ERR): MAC: c23f.bald4.984a Keymgmt: Failed to validate eapol key m2. 1llr MIC validation failed
[client-keymgmt] [23554]: (ERR): MAC: c23f.bald4.984a Keymgmt: Failed to validate eapol mic. MIC mismatch.

[client-keymgmt] [23554]: (ERR): MAC: c23f.bald4.984a Keymgmt: Failed to validate eapol key m2. 1llr MIC validation failed
[client-keymgmt] [23554]: (ERR): MAC: c23f.bald4.984a Keymgmt: Failed to validate eapol mic. MIC mismatch.

[client-keymgmt] [23554] (ERR) : MAC: c23f.bal4.984a Keymgmt: Failed to validate eapol key m2. 1lr MIC validation failed
[client-keymgmt] [23554]: (ERR): MAC: c23f.bal4.984a Keymgmt: Failed to eapol key ml retransmit failure. Max retries for Ml over
[client-orch-sm] [23554]: (note): MAC: c23f.bald4.984a Client delete initiated. Reason: CO CLIENT DELETE REASON EXCLUDE WRONG PSK,

details: , fsm-state transition 00[00]00|00]00]00[00[00]00|00]00]00|00]00[00|00|00]00]00[00]00]00[/00]00J00]00]00(01]07|15|1le]|27]|
[client-orch-sm] [23554]: (note): MAC: c23f.bald.984a Delete mobile payload sent for BSSID: c064.e423.c64d WTP mac: c064.e423.c640
slot id: 1

[client-orch-state] [23554]: (note): MAC: c23f.bald4.984a Client state transition: S CO L2 AUTH IN PROGRESS ->

S _CO DELETE IN PROGRESS

[errmsg] [23060]: (note):
was added to exclusion list associated with AP Name:9120, BSSID:MAC:
[sanet-shim-translate] [23554]: (note): MAC: c23f.bald4d.984a
[client-orch-state] [23554]: (note): MAC: c23f.bald.984a

c064.e423.c64d,
Session manager disconnect
Client state transition:

$CLIENT EXCLUSION SERVER-5-ADD TO EXCLUSIONLIST REASON DYNAMIC: RO/0:

S _CO_

wncmgrd: Client MAC: c23f.baléd.984a

reason:Wrong PSK

event called, session label: 0x2b000002
DELETE IN PROGRESS -> S CO DELETED



RadioActive (RA) Tracing

Troubleshooting ~ > Radioactive Trace

Conditional Debug Global State: Started

o =

MAC/IP Address v Trace file

(@] 04eb.409f.c320

1 10

Troubleshooting ~ > Radioactive Trace

Conditional Debug Global State: Stopped

MAC/IP Address v Trace file
(@] 04eb.409f.c320 ™% Logs are being generated. Please w.

1 0 v

£} Wireless Debug Analyzer

£} Wireless Debug Analyzer

ait till it completes

- More detailed logs than always-on

- User has to intentionally enable debug level
logs.

- Also called condition debugging as debug is
enabled per context

 CLI equivalent
debug wireless {mac | ip}
Reproduce problem

no debug wireless {mac | ip}



RadioActive Trace — Association Failures

 Client sends disassociate

[client-orch-sm] [20370]: (info): MAC: <CLIENT MAC> Deleting the client, reason: 2,
CO CLIENT DELETE REASON DEAUTH OR DISASSOC REQ, Client state S _CO _RUN
[client-orch-sm] [20370]: (note): MAC: <CLIENT MAC> Client delete initiated. Reason:

CO _CLIENT DELETE REASON DEAUTH OR DISASSOC REQ, fsm-state transition
00100100100 100100100100100100100100100100100100101107113[117118128[133142144146|48]4d|5cl|bel|7fla4dl]

- Data Rate Mismatch in Client Association Request

[dotll-validate] [23406]: (ERR): MAC: <CLIENT MAC> Dotll validate radio rates. Missing Supported Rate for
index = 5, encode value: 12, radio type: DOT11 RADIO TYPE BG

« AP has max clients connected

[ewlc-infra-evqg] [17707]: (ERR): <CLIENT MAC> CLIENT ASSOC FAIL Failure = IE POST VALIDATION FAILURE
Validation Failure Type = 17, WLAN profile = WLAN1l, Policy profile = POLICY1

[dotll] [17707]: (ERR): MAC: <CLIENT MAC> Dotll update co assoc fail. Sent assoc failure to CO. delete
reason: 41, CO CLIENT DELETE REASON DOT11 MAX STA

[client-orch-sm] [17707]: (note): MAC: <CLIENT MAC> Client delete initiated. Reason:

CO CLIENT DELETE REASON DOT11 MAX STA, fsm-state transition
00100100(100100100100100100100100100100100100100]100(100100100100[00100100100100100]100[001012(10810]



Troubleshooting on the AP side
Debugs and Packet Traces on wave 2 / Wi-Fi6 APs

 Syslogs are stored in the flash even after reboot
* It is possible to export debugs to a syslog server

« Debug client <mac> is a macro that will trigger a control-plane sniffer capture. Various options exist to
save as .pcap or export in hex

 Since 17.3, you can export an AP support bundle to the WLC
» show client access-lists allows to verify ACL and counters

« Capture Packet Traces (Sniffer Traces)
- Wired PCAP on AP Port
- Radio Capture
- Catalyst 91xx in Sniffer Mode

« Much more at : https://www.cisco.com/c/en/us/support/docs/wireless/aironet-2800-series-access-
points/214560-troubleshoot-wave-2-aps.html



https://www.cisco.com/c/en/us/support/docs/wireless/aironet-2800-series-access-points/214560-troubleshoot-wave-2-aps.html

Embedded Packet Capture (EPC)

Capture traffic from and to the C9800.

Can be used to capture data traffic or
control traffic or both

Limited buffer = 100 MB (max)

Create Packet Capture

Filter*

Monitor Control Plane

GUI incrementing adding filters already
available in CLI

Buffer Size (MB)*

Limit by*
Available (4) Selected (1)
@ Tunnell @ GigabitEthernet1
Vian1 Troubleshooting ™ > Packet Capture
@) vian70
+ Add
Capture v Monitor Control Fitter v
Name Interface v Plane Buffer Size v by Limit Status v Action
- (]
[é” Apply to Device 0 MYCAP GigabitEthernet!  Yes 0% any 3600 Inactive l > Start I (3 Export l
secs
1 4 1 & » ‘ 0 v ‘i%“‘i per page 1 of 1 items

19



C9800 Client/A
troubleshooting —=DEMO

= (C9800 GUI - Trobleshooting
= C(Client View
= Radioactive Trace
* Interactive help for AP
troubleshooting

Cisco Catalyst 9800-CL Wireless Controller

n alealn
cISCo—=>

Dashboard

Walk Me Through >

Welcome admin

Troubleshooting

[E]

Logs

Manage Syslog, Webserver Log, License
Log

»

A o

Q % Feedback

A
['4

=

‘ Need help on what logs to collect for various scenarios?

g=

Core Dump and System Report

View the list of core files and System
Reports captured in the device

Debug Bundle

Capture require info like CLI outputs, logs as

a single bundle for error reporting and
debugging

Packet Capture

Capture packets with different filter options

to feed into Wireshark for debugging

Ping and Trace Route

Check Ping-ability and Trace route info of a
target destination through different sources

Radioactive Trace

Collect conditional trace logs using MAC
address of a Client, AP etc

6 How can we assist you?
Help

Q

o swvn o e

() site Tag Configuration

m R
(O AP Mode and AP Role Configuration

Systd

fe () static Channel and Static Tx Power Configuration for all

the APs,

Troubleshooting AP Join

Are there any patterns in AP failure?

route|

ferent]
Let's troubleshoot by a single AP

Check for DTLS Errors

Q

Q

Q

(&)

() Check for wned issues.
Q

() RadioActive trace with GUI
Q

Radioactive Trace with CLI

Are the expected number of APs connected?

Check for disconnections and discovery failures.




DNAC - Client 360 View

Connection details

Individual client
issues

Onboarding event
viewer

Cisco DNA Center

Client > Client 360

Grace.Smith

Assurance . Dashboards . Health . Client 360

> 24 Hours

B VVMQ}V\/V\VA AM/\/W\V/\‘ /A,\Fﬂ MM’VA’VMNM!V\WMWN[\AW J\»\J\MNJ /\A ”‘/\i 2. P HE- * /

Capture

Launch Intelligent

Path Trace Tool for
troubleshooting

> Issues (0)

Onboarding .

Event Viewer
Filter Export
Jan 11, 2022

@ Re-Authentication

2022 11:49 AM

zQ Find

- Re-Authentical
WLC:WLC-9800

User application experience

~ Detail Information

Jan 11, 2022 11:49 AM

Application Experience asofue 11,2022 11:49 an

v
N WY T NN TR T Tee e e Path Trace
4 6 4
To find the location of an issue, perform a path trace between two nodes in your network — a source device and a destination device
9 CLIENT DETAILS —m
Device: Samsung Galaxy S10  OS: Android 10 MAC: A8:B5:27:36:70:00  IPvd: 10.30.100.30  IPG: fe80::7e46:85ff:fe20:3ab Run New Path Trace
work: -~ VNID:0  Status: Connected  Capability: 802.11abg  Last seen: Jan 11, 2022 11:56:05 AM  Connec
SSID: @CorpSSID  Last Known Location: Global/North America/USA/California/San Jose/SJCO1/FIr-SJCT-1  View All Details
Issues Onboarding Path Trace Application Experience Device Info Connectivity >
Event Viewer

Device Info Connectivit! RF

User Defined Network

Information

Samsung Galaxy S10

Android 10
race.Smith
race.Smith-Galaxy-S10

AB:B5:27:36:70:09

\_

Connection Information

20 MHz

:u\/, TE6- 85 fe26Sabt

AN

J

Apple/Intel client analytics

User connectivity
details

RF as experienced by the
user




DNAC - AP Device 360 View

Cisco DNA Center

Health v

Dashboards v

DESIGN

Issues v

PoLICY

PROVISION

Manage v

ASSURANCE PLATFORM

Insights

Device  Connectivity

Radio 0 Channel and Width

RF

Radio 1 Channel and Width

80 MHz

5 GHz

NA

Remote @

Mean

11 Records

Access Points (1

RSSI (dBm)

2.4 GHz

Neighbor

RSSI > -60 dBm

0
EEE N

1

Rogue

2 3 4 5

@ Current Channel

Show Records: 10

o

&

14
Channel

36
Device 360
5 GHz
0 NA
1o AP AP4800.8DAC
De odel: AIR 3-K9 IP Address: 10.13.5.114  Location: Global / San Francisco / One Bush St/ FIr3  Software Version: 8. 6 Mod Monitor @
Radio 0 Channel Utilization o Radio 1 Channel Utilization o
2 = s o= s T T T B = am = = smm = s = = =m
7ns 2a 4a 35 am 8a 108 12p 2p
Jul 15, 2019 6:35 am System Resources Data Plane
Device Health: 10 Memory Utilization 0 46% Link Errors 10 -
e . CPU Utiization 0 5% Ragioo  Rad] o e o lton e Ve
B, . Radio 0 Interference @ Radio 1 Interference @
Noise 10 -- -93
Air Quality 10 -- 95
nterference 10 -- 15
Radio Utilization 10 - 17 JMVMWWMM\MWW
AP Anomaly
AP FADB:EG £0 du o W\r\/\,
Instance Count: 260
E] 4C:71:0D:B5:C8:02 - -59 6 Rogue internet - -
O 4C:71:0D:B5:C8:03 -- -59 6 Rogue blizzard-legacy -- --

v Physical Neighbor Topology

10

A
ApKR




NAC - Intelligent Capture
ient Dashboard

= Cisco DNA Center Assurance - Dashboards - Health - User 36

Intelligent Capture: Grace.Smith (®Run Data Packet Capture 4 Download
1:30p
© 1 hour it } ‘ ! , , | S— ‘ ‘
Nov 15 1:35p 1:40p 1:45p 1:50p 1:55p 2:00p 2:05p 2:10p 2:15p 2:20p 2:25p
Onboarding Events O LIVE \/ Client Location O LIVE
Global/San Jose/SJCO1/Floor 1 Client trail by RSSI
Al Anomaly resr M Export PCAP
Nov 15, 2020 Time Duration 35
dBm
.
© Autentcaton St 20723 pm Real-Time
@ DHCP 2:07:23 pm
"sAlzuéjEBEasmo.\aaﬁ © -~
v @ Broadcast Rekey rose 2:02:23 pm <1ms 0" l
@ Client Deauthenticated 2:02:23 pm @
-90 Q
dBm
@ KeyExchange s 2:02:23 pm [ ]
@ Broadcast Rekey 2:02:23 pm
v/ RF Statistics 2LIVE
> @ Delete 1:57:23 pm <1ms RSSI, SNR, Rx Data Rate, Tx/Rx Packet, Tx Retry Count
v @ Onboarding 1:52:23 pm <1ms 100 Q
50
Client ® Run 1:52:23 pm .
5o AR AW MMy WA AN DRV AU AN A e Nk ia B YV
@ DHCP 1:52:23 pm
-100 T T T T T T r T r r T r
1:25pm 1:30 pm 1:35 pm 1:40 pm 1:45 pm 1:50 pm 1:55 pm 2:00 pm 2:05 pm 2:10 pm 2:15pm 2:20 pm
@ DHCP 1:52:23 pm
® RSSI (dBm) ® SNR (dB)
@ Mobility 1:52:23 pm
60 Q
@ KeyExchange 1:52:23 pm

Navigation: [Open Menu] > Assurance > Health > Client > [Select Client] > Intelligent Capture




Always-on Anomaly Capture

Discover and root case issues 40 mhEa

’ | Time | Source | Destination | Protocol | Lengtt| Info
0.000000 Cisco_63:13:80 Cisco_9e:bl:c7 802.11 56 Authentication, SN=1695, FN=0, Flags= o
E Nna e AnOI Na y Ca ptu re 0.003972 Cisco_9e:bl:c7 Cisco_63:13:80 802.11 56 Authentication, SN=0, FN=0, Flags=........
0.004563 Cisco_63:13:80 Cisco_9e:bl:c7 802.11 161 Association Request, SN=1696, FN=0, Flags=
0.011495 Cisco_9e:bl: Cisco_63:13:80 802.11 194 Association Response, SN=1, FN=0, Flags=..
0.012977 Cisco_9e:bl: Cisco_63:13:80 EAPOL 159 Key (Message 1 of 4)
R 1.105103 Cisco_9e:bl: Cisco_63:13:80 EAPOL 159 Key (Message 1 of 4)
—— = Cisco DNA Center Assurance - Dashboards - Health - User 360 2.096703 Cisco_9e:bl: Cisco_63:13:80 EAPOL 159 Key (Message 1 of 4)
- 3.088943 Cisco_9e:bl: Cisco_63:13:80 802.11 52 Deauthentication, SN=2, FN=0, Flags=........
ﬁ 15: 52 bytes on wire (416 bits), 52 bytes captured (416 bits)
Y Intelligent Capture: Grace.Smit noma |V Type Radiotap Header vo, Length 26
: . 802.11 radio information 6
IEEE 802.11 Deauthentication, Flags:
1:42p IEEE 802.11 Wireless Management
R ponp I Fixed parameters (2 bytes)
© 1 hour v - Reason code: 4-Way Handshake timeout (@x000f)
Nov 15 1:45p 1:50p 1:55p 2:00 2:05p 2:10p 2:15p 2:20p
Onboarding Events @ LIVE
® KeyExchange X
S Nov 15, 2020, 2:21:12.741 pm
Anomaly rear [1] Export PCAP A t P k t A I
4 way Key Timeout u O a C e n a yZe r
Nov 15, 2020 Time Duration
> @ Re-Authentication 2:36:17 pm <1ms
Auto Packet Analyzer DOWn Ioad
I E t > @ Re-Authentication 2:36:12 pm <1ms Show: IPv4 and IPv6 v J, Download Packets
A S Sww e N — . Packets
P k C Association A v Nov 15, 2020, 2:11:37.173 pr
a C et a pt u re > @ DHCP 2:26:12 pm <1ms 802.1x/EAP v A v A A v Expert Info: Consecutive and b v v
DHCP codirectional EAPoL |
ol Data packets
v @ Broadcast Rekey rcar 2:21:12 pm <1ms Packet #: 17
802.11k/11v
@ Client Deauthenticated 2:21:12 pm Associated AP AP4800-8DCE |
100,000,000
@ KeyExchange roar 2:21:12 pm 3 46.0
o »
8 g
@ Broadcast Rekey 2:21:12 pm § 100,000 -46.5 ,E
9 2.602ms %’
g - <
> @ Delete 2:16:12 pm <1ms £ 100 | I | | I I | I 47 dBm 70
Event Le end . > @ Onboarding 2:11:12 pm <1ms 0.1 I -47.5
° Packets
R d A | t > @ Onboarding 2:06:12 pm <1ms PACKET A From Client ¥ From AP M Interpacket Gap — RSSI (dBm)
I h > @ Broadcast Rekey 2:01:12 pm <1ms ASSOCIATED AP AP4800-8DCE
y > @ DHCP 1:56:12 pm <1ms Last Session [] selected Session
o LA A 000N RN D 0 CAVNRTN A DN 8 01 A o N6 o U0 Il NN 0 G e T DAY, 0 O 0 AN N L T O L 1L A AR [ 01 AN




DNAC - Intelligent Capture
AP Dashboard

= Cisco DNA Center Assurance . Dashboards . Health . Device 360 Qe ¢
Intelligent Capture: SFO15-C9130-04

ice Model: C9130AXI-B1

On-demand

aaaaaaaaaa

P Address: 10.85.0.31 are Version: 15.3.3-J0K1 Uptime: 901 days 15 hr 53 min Connected to WLC: WLC-9800
RF Statistics | Spectrum Analysis :
P :

1 Jhour \/ Vst
Nov

Channel Utilization

Always-on | e

OThisip(Tx+Re) @ OcherWiFi @ NonWiFi

Tx Frame Count per Type

Total Frame Error Over the Air ©

N O

@ Tx Errors @ Rx Errors.

© Management Frames @ Data Frames

Tx Power and Noise Floor Multicast/Broadcast Counter

Navigation: [Open Menu] > Assurance > Health > Access Points > [Select AP] > Intelligent Capture



On-demand Spectrum Analysis

2.4 GHz Band View

Radio Mode: Local

Channel: 1

[ 2.4 GHz

Spectrum Analysis

Amplitude (dBm)

2412 MHz
Ch1

Time

2417 MHz
Ch2

2422 MHz
Ch3

2427 MHz
Ch4

2432 MHz
Chs

T
2432 MHz

2437 MHz
Ché

2447 MHz
Chs

5 GHz

2452 MHz
Ch9

[ Stop Spectrum Analysis ]

2457 MHz
Ch10

Realtime FFT

2462 MHz
Ch 11

W Duty Cycle

Spectrum Analysis

Ampliude (48m)

Tine

2412 MHz
on1

2422 MHz 2427 MHz
cn3 cha

2432 MHz
cns

2437 MHz
che

2417 MHz 2422 MHz 2427 MHz 2432 MHz 2437 MHz
chz ch3 cha chs che

2002 MHz
ch7

2447 MHz
chs

2457 MHz 2462 MHz
cn1o ch 11

2412 MHz 2417 MHz 2422 MHz 2427 MHz 2437 MHz 2442 MHz 2447 MHz 2452 MHz 2457 MHz
ch1 ch2 ch3 cha chs ché ch7 chs ch9 ch10
| e —
0%
Interference and Duty Cycle
100
75
z
»: -
3
&
. l I
o = = N
2412 MHz 2417 MHz 2422 MHz 2427 MHz 2432 MHz 2437 MHz 2442 MHz 2447 MHz 2452 MHz 2457 MHz 2462 MHz
Ch1 Ch2 Ch3 Cha Chs Ché Ch7 Chg Ch9 Ch 10 Ch11

50

Duty Cycle (%)

Navigation: [Open Menu] > Assurance > Health > Network > [Select AP] > Intelligent Capture > Spectrum Analysis

© 2022 Cisco and/or its affiliates. All rights reserved. Cisco Public




DNAC Client & Device
360 View, Intelligent

Capture — DEMO

= DNAC Client & AP Monitoring
* Client health charts
= 360 Client and Device View
= DNAC Intelligent Capture
= Always-on Anomaly Capture
=  Full Packet Capture
* On-demand Spectrum Analysis

= Cisco DNA Center

Intelligent Capture: Grace.Smith

1 hour v rewe T
Nov1s.

Onboarding Events

> @ Re-Authentication

> @ Re-Authentication

> @ DHCP

> @ DHCP

v @ Broadcast Rekey o
@ Client Deauthenticated
® KeyExchange

@ Broadcast Rekey.

® Deiete

> @ Onboarding

> @ Onboarding

@ Broadcast Rekey

@ oHeP

LIvE

(h Export PCAP
Time Duration
2:36:17 pm <ims
2:36:12 pm <ims
231:12pm <ims
2:26:12pm <ims
221:12pm Tms
221:12pm
22112pm

221:12pm
216:12pm <ims
211:12pm 1ms
2:06:12 pm <ims
201:12pm <ims
1:56:12 pm <ims

® Keyl

Nov 15,

4 way Kej

Auto P:

= Cisco DNA Center Assurance . Dashboards . Health . Client 360 Qa ® ¢ 8o

Client > Client 360

Grace.Smith

24 Hours
ligent

. T A A ATV VANV WA T £

2 - i m emme mmime - =

2 2 4 6p p 10:53 pm - 10:58 pm 2

Jan 10, 2022 11:49 AM - Jan 11, 2022 11:49 AM
9 10" CLIENT DETAILS

Device: Samsung Galaxy $10 S: Android 10 MAC: A8:BS5:27:36:70:09  IPv4: 10.30.100.30

Py6: fe80::7e46:85ff:fe20:3ab1

ual Network: -- VNID: 0 Stal Connected Capability: 802.11abg Last seen: Jan 11, 2022 11:55:05 AM Connected Network Device: AP4800
D: @CorpSSID Last Known Lc Global/North America/USA/California/San Jose/SJCO1/FIr-SJC1-1 Vie Details
ssues Onboarding Path Trace Application Experience Device Info Connectivity RF User Defined Network
Event Viewer

> Issues (0)
> Onboarding e 11 2002 1149 aw
o )

Event Viewer

Filter T Export Q rind

Jan 11, 2022
~  Re-Authentication Jan 11,2022 11:4

@ Re-Authentication WLC:WLC-9800

2412z 2017 Wz 2221z 2627 Wiz 2032 Wbz 2637 Wz 2042 Wiz 2047 Wz 2452 Wz 2657 bz 2452 Wz
cn chz cha cha s chs ch7 che cho chio o

s . T —

Interference and Duty Cycle

g
s0 s 2
. I m - | l .

mowyoyce




Cisco Device Ecosystem Partners
Client-side Benefits Only Available to Cisco Wireless Networks

SAMSUNG intel




iI0S Analytics, Fastlane, and Fastlane+ Overview
Recommended with Cisco DNA Center 2.2.1

Neighbor AP \ai& .’ Dedicated iOS Analytics Tab
iOS Ana IytiCS, Ta b I e Analytics 'ser Defined Network
Fastlane and Fastlane+ oo ape 3 - Disassociation
i0S Analvti Q  Search Table \Y4 Detalls
. .
| " Ytlcs._ . . BSSID ~ AP Name Channel RSSI (dBm) Location Time ~ Di!association Reason
.
Deta | | ed dlsaSSOCI ate reasons 38:90:A5:CD:69:8F LAB-APOOF2.8B27.B788 165 -55 Global/North America/USA/( May 9, 2022 9:58 PM User triggered disassociation
) NEIgh borl ng APS’ BSSl D’ RSS' 38:90:A5:CD:69:7F AP0081.C424.3CE2 162 -70 Global/North America/USA/( May 9, 2022 9:53 PM Device idle
’ E n ha nced deVI Ce Classrﬁcatlo n 38:90:A5:CD:69:6F SCJ01_9130_1 161 -58 Global/North America/USA/( May 9, 2022 9:48 PM User triggered disassociation
May 9, 2022 9:43 PM Device idle
* Fastlane & Fastlane+
* Improved voice and video experience. ot @ e
= =




Samsung Analytics Overview
Recommended with Cisco DNA Center 2.2.1 and IOS XE 17.1.1

v Event Viewer
Y Filter & Export =Q Find
May 11, 2022 .
> ® INTRA-WLC Roaming 5:51:50.561 PM - 5:51:50.561 PM DeVIce
v @® Client Sent Disassociation 5:47:50.561 PM Tu rned Off
0 0 q @® Client Sent Disassociation 5:47:50.561 PM Wi-Fi | Device Turned Off
* Detailed disassociate reasons
g o2 . > @® Onboarding -- Incomplete 5:43:50.561 PM - 5:43:50.561 PM AP:AP4800 | WLAN:@CorpSSID | 2
* Enhanced device classification
v @® Client Sent Disassociation 5:39:50.561 PM AP:AP4800 | WLAN:@CorpSSID
@® Client Sent Disassociation 5:39:50.561 PM Airplane Mode Turned On
> @® DHCP 5:35:50.561 PM - 5:35:50.561 PM
> @® Broadcast Rekey 5:31:50.561 PM - 5:31:50.561 PM
Showing 5 - 13 of 335




Intel Connectivity Analytics Overview
from Cisco DNA Center 2.3.3 and IOS XE 17.6.1

Issue reporting, roam and disassociate reasons

Neighboring APs, BSSID, RSSI

Enhanced device classification

v Detail Information w2 20223:19pm

Device Info Connectivity RF Intel Connectivity Analytics

Roam Events @ View All Roam Events

Jun 2, 2022 3:05 PM Jun 2, 2022 2:35 PM Jun 2, 2022 2:05 PM Jun 2, 2022 1:58 PM Jun 2, 2022 1:35 PM

Other OTA-9136B-17E0 68:7D:B4:5F:1D:68 -79 dBm

OTA-9136B-17E0
. 68:7D:B4:5F:1D:68

.................... OTA-9136B-.17FC

68:7D:B4:5F:1E:B8

Reported Errors ® Temporary Disconnection Reports ®

View All Reported Errors

v Jun 2, 2022 3:05 PM
No data available

2 Access Points

OTA-9136B-.17FC
68:7D:B4:5F:1E:B8
Authentication Response
Missing Response

OTA-9136B-17E0
68:7D:B4:5F:1D:68
Authentication Response
Missing Response

Low RSSI Reports ®

View All Low RSSI Reports

Jun 2, 2022 3:10 PM

OTA-9136B-17E0
68:7D:B4:5F:1D:68
-79 dBm

Jun 2, 2022 2:56 PM

OTA-9136B-17E0
D: 68:7D:B4:5F:1D:68
-79 dBm
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WLC Metrics

Monitoring~ > Wireless~ > AP Statistics

General Join Statistics

Total APs : 1

[Operauon Status “Is equal to” Registered x] N

AP Name i AP Model
AP1416.9D56.1240 & %  C9130AXI-E

1 0 v

)

Location

IP Address

Model

Serial Number
Power Status
Fabric

Rogue Detection
BLE Antenna Type

AP Country Code

AP CAC

AP1416.9D56.1240

8

General

360 View

Monitoring~ > Wireless~ > Clients

Clien

360 View General QOS Statistics

ATF Statistics

Mobility History Call Statistics

Radio Type
Radio Role
Admin Status
Number of Clients
Current Channel
Power Level ©
Channel Utilization
Transmit Utilization

Receive Utilization

Reason for last AP connection failure

Last Reboot Reason (Reported by AP)

Unknown

No reboot reason

Last AP message decryption failure details

Reason for last message decryption
failure

NA

discovery attempt

Clients Sleeping Clients Excluded Clients
General Top Applications
~~
TrustSec EoGRE B -
WPA3 Capability En|  Selected 0 out of 1 Clients User Name
AP VLAN Ta 0 N/A
¢ Client MAC 4 /
DHCP Server Di Address IPv4 Address Y AP Name
Software Version 17 dl MAC Address 8866.5a46.6e7d Deauthenticate
8866.5a46.6e7d # 192.168.128.220  fe80:1c28:91cd:c115:a9a2 AP1416.9)
Boot Version 1. Uptime(sec) 957 seconds
LED State . 1 10 v WLAN Name PODO1-Data
Wssl W ms-office-web-apps 1 outk
Number of Slots 3 AP Name b AP1416.9D56.1240 (Ch: 100) Wimap Wicloud  unknown © dns M google-services
Up Time 33 Device Type Apple-Device jul ms-.servlces W ms-office-365 M google-docs M itunes
windows-azure mdns W https W cisco-umbrella
Join Date and Time - Device OS Macintosh; Intel Mac OS X 10.15; rv:95.0 W apple-location-services Ml share-point 1 ocsp
. 2 o B eool o
aWIPS Enl Client Performance Signal Strength: -37 dBm Signal Quality: 62 dB R0; .EPRE
Ch BW(Negotiated/Capable): 40 MHz/80 MHz
Antenna Monitoring Nd
Capabilities 802.11ac Spatial Stream: 3
Fabric Status Disabled
Slot 1 (5 GHz)
802.11ax - 5 GHz
(D Monitoring~ > Wireless - > AP Statistics in Statistics
Enabled
3 General Statistics
100
*1/8 (22 dBm) Point y Discovery Phase Statistics
3%
1% Is the AP currently connected to JOINED Discovery requests received 2
controller
0% i
General Join Statistics Successful discovery responses 2
Time at which the AP joined this 01/08/2022 13:16:30 sent
controller last time
Unsuccessful discovery request NA
Type of error that occurred last Run processing
Total APs : 1 Time at which the last join error 01/08/2022 13:15:40 Reason for last unsuccessful None
occurred discovery attempt
AP Name Y AP Model
Time at last successful 01/08/2022
. .124¢ . - i 16-
CAGISEE R Last AP Disconnect Details discovery attempt 13:16:16
1 10 "
Time at last unsuccessful NA




|OS-XE Tracing Levels

- ERROR level represent abnormal situations. We want to raise the user attention to these
- WARNING represent an incident that could potentially lead to an error (or not...)

- NOTICE is the default logging level for binos daemons. It captures significant events if they are
normal working conditions. (client connect, failover)

- INFO contains details about state machines and the communication flow

- DEBUG contains traces needed to root cause failure conditions _

& VERBOSE :

- INTERNAL is not a level but a flag on any log line when it is not meant to

3-Error
4-\Warnin

8-Verbose

understood by mere mortals but only by developers

So anyway, | started blasting




Wireless Troubleshooting - Automation

Why?

What?

Efficient Client Troubleshooting
Wireless client troubleshooting requires lots of iterations to collect right
information. This tool will help us to do all those steps in one shot, saving time
and ensuring we get correlated logs and captures from 9800 WLC using
Guestshell & Python Innovation.

Automatic client RA traces, Packet Captures, & Summary of events
using Guestshell python scripts

Enabled on Multiple WLCs to capture IRCM

DNAC : MRE workflow integration completed by Eng

Uninterrupted Embedded Packet Capture
This tool will help to export packet capture buffer to a server without having
to startand stop the capture, allowing to have continuous packet capture
stored in server with different filenames to do forensic analysis with all the
packets.

Configure & Export rotatory packet capture on 9800 using
Guestshell

Continuous captures help when issue is random & Sporadic in
nature

MRE Workflow integration work in progress

Automated Archive request and export
Based on recent learnings we need to enable verbose traces for complete
9800. This tool will help us to automate periodical archive traces and exports
without requiring customer intervention.

Configure & Export Archive traces from 9800 using EEM
Periodical & timed log capture for efficient troubleshooting
MRE Workflow integration work in progress

KPI Collector

This tool will help to automate data collection (KPI or Action Plan), ensures we
have the right data collected

Run a set of commands and store info in the file using Python &
Guestshell

Tool will be able to collect outputs several times to monitor
counter & Other KPI stats

MRE Workflow integration work in progress




Network 360 View

= Cisco DNA Center

Overall Network Client
LATEST ~ TREND

Network Devices

85%@

Healthy Network Devices

TOTAL DEVICES 26
Good Health 22
Fair Health 2
Poor Health --
No Health Data 2

WAN Link Utilization ©®

Assurance / Dashboards / Health

Applications Network Services v SD-Access

Router (6)

Core (1)

Distribution (2)
Access (7)

Wireless Controller (1)

Access Point (9)

o
N
S
IS
1)

Device Distribution (%)

HEALTH @ No Health Data

Top N APs by Client Count

® Good @ Fair

Wireless Clients Wired Clients
75%@ TOTAL: 4 (D 1 OO%@
Healthy Active: 4 Inactive: 0 New: 0 @ Healthy
1 Not Onboarded I DHCP  25% I
4 9
Active Connected
Clients 3 Onboarded Good Connectivity 75 % cents
View Details
Client Onboarding Times Connectivity RSSI
LATEST TREND LATEST TREND
0% clients with onboarding times < 10 s 100% clients with RSSI > -72 dBm
5
i |
1 1
— 1 1 ~ 4
= | ] =
= i ! Ea
E 1 | E}
53 ( 1 <3
o 1 1 © P
c 1 ] g2
o 1 1 @
[$) I | o,
| 1
1 !
0 - - - - - ) 0 - - -
<2 2t04 4106 6t08 81010  »=10 fail >-45 54 t0 -45 64 t0 -55 7110 -65
Time (Seconds) RSSI (dBm)

[Z21 >= 10s Threshold 221 Over Threshold

View Details

TOTAL: 9
Connected: 9

View Details

No L

AIRQU

® Poor

WAN Link Availability



Issues and Guided Remediations

Cisco DNA Center DESIGN POLICY PROVISION ASSURANCE PLATFORM @ Q Fo o =
I
Dashboards v Trends And Insights v Manage v
- - - - x —_— | ee=e=e== =eeees
g DLy Dy DL % =
Router Core Distribution Access Wireless Access 9 O
Controller Point LATEST % Healtry @ ACTIVE: 249
~ .
40% S I e
2p 3p 2 2p
View Network Health View Client Health
Top 10 Issue Types
Priority ~ Issue Type Device Role Category Issue Count Site Count (Area) Device Count Last Occurred Time
P1 Fabric Devices Connectivity - ISE Server BORDER ROUTER Connected 7 1 1 May 15, 2020 7:34 am
P1 TCAM Utilization High Issues BORDER ROUTER Device 6 1 1 May 15, 2020 7:04 am
P1 Interface Connecting Network Devices is Down ACCESS Connectivity 7 1 1 May 15, 2020 6:52 am
P2 Layer 2 loop symptoms DISTRIBUTION Connectivity 14 1 2 May 15, 2020 6:50 am
P3 Wireless clients failed to connect - AAA Server Rejected Clients WIRELESS Onboarding 14 2 2 May 15, 2020 8:00 am
P3 Wireless clients failed to connect - Failed to authenticate due to Client Timeouts WIRELESS Onboarding 45 3 7 May 15, 2020 7:58 am
P3 Wireless clients failed to connect - Security Parameter Mismatch WIRELESS Onboarding 17 2 3 May 15, 2020 7:56 am

View All Open Issues




Global Event Viewer

Network Devices

= Cisco DNA Center

Issues v Events

Q) Global : (@ 24 Hours

Assurance / Dashboards / Issues & Events

3:30a

fouer NTEETTEEEEEE ENEE EESDEEE BN EEaTEEEE EE .

Switch
wLC
AP

4:00a

Q ® @ O

Tx Power Change

Events (103) ()

Device Family Router: 17 Switch: 70

Q Severity X Event Name X

0 Selected

O Event Name

Tx Power Change

D Tx Power Change

1 Records

8/9 4a a
Severity Timestamp ~ Device Name
Info
Info Aug 9, 2022 3:50 AM = APF4DB.E643.851C

Aug 9, 2022 3:50 AM
Event Type

Reason

Device Name
Device IP

Location

WLC Name

AP Mac

Radio

Frequency

Current Power Level

Previous Power Level

Info

Device Event

System Driven : Tx Power change due to
OpenRRM.

* APF4DB.E643.851C
192.168.138.4
Global/Prague/PRG07/PRGO7-5
WLC-9800-SDA .enprglab.local
F4:DB:E6:44:46:60
0
2.4GHz
12 dBm

15 dBm



Al-Driven AP Performance Advisories

Identify APs with Potentially Poor Client Experience

s, Machine Learning. Thosg

High Co-Channel

Interference

High Co-Channel Interference

2.4 GHz

Radios with co-channel interference and channel utilization higher than the reference,
possibly indicating a sub-optimal channel plan.

Impacts

9 184

Radios  Endpoints

Top 3 APs Affecting Client Experience
SF015..20-03 SFO15..24-01 SF015..24-02

High Client Activity

High Client Activity

2.4 GHz

Radios experiencing higher client activity than the reference, possibly indicating the
need to review the network capacity in these areas.

Impacts

3 116

Radios  Endpoints

Top 3 APs Affecting Client Experience
AP9124_2 AP9130_1 AP9105_2

Over the last 4 weeks

High AP Density

Selected period: Wed, September f9th 2021 - Wed, October 27th 2021 v

High AP Density

2.4 GHz

Radios with transmission power lower than the reference, possibly indicating a
mismatch between the RF settings and the actual deployment density.

Impacts

2 54

Radios  Endpoints

Top 3 APs Affecting Client Experience
SCJ01..130_2 SCJ01..130_3

Low AP Density

Radios with transmission power higher than the reference, possibly indicating a lower
than optimal deployment density.

Impacts

18 9

Radios  Endpoints

Top 3 APs Affecting Client Experience
AP9124_2 AP9130_1 AP9105_2

Low AP Density




Pain Points with Enterprise Wi-Fi: Expectations vs. Reality

Expectations™ about Wi-Fi | Reality™™ about Wi-Fi

Nature of RF RF tuning required for

* Dynamic optimal performances
Interferences 10 Mbps? Lucky you!
Noise Sticky clients
Lots of users Bad client drivers

Random disconnects

(*) Based on Marketing and Home Experience (**) Enterprise Network Experience




What is Radio Resource Management (RRIV)?

RRM is a WLC feature that automatically optimizes
wireless configurations to improve wireless performance.

Some Examples:

Flexible Transmit
Radio Assignment Power Control
Dynamic Dynamic
Channel Assignment Band Selection




Al Radio Frequency Profile Al-Enhanced RRM Control Center

H H H © 24H v Band 5GHz 2.4GHz Al RF Profile: RRM_RF_PROFILE Next RRM Run(): 13 m 18 s Jun 1, 2022 9:05 PM - Jun 2, 2022 9:05 PM
Edit Al Radio Frequency Profile Q_ Search Hierarchy CEEE ] o
Search Help
Profile Name ,
v & Global @ Enhanced RRM supports 2.4 GHz and 5 GHz bands for Al RF Profiles. 6 GHz support is coming soon
RRM_RF_PROFILE S Em
& Africa
> & sia SUMMARY RF PERFORMANCE SUMMARY RF COVERAGE SUMMARY
Europe 22 37 99 /100 0% 16 High High (35 dB)
North America Total AP Count  Total Clients RRM Performance (D APs with High CCI () RRM Changes AP Density  Connectivity

v Basic Settings 3 Can

ada

& Mexico
Radio Frequency Settings « & USA
© Consider changing the configured Busy Hours for RRM to be more effective.

v & California

2.4 GHz 5 GHz

> & Pleasantol

% San Francisco

Busy Hours @

RF Performance

Start time End time Busy Hour Sensitivity © e
17:00 23:00 : : & SJC
O Low o Medium O High RRM Changes ® RRM Performance @ Co-Channel Interference O
> @@ sJcos
. LATEST TREND LATEST TREND LATEST TREND
> @@ sJCos
Enable RF Settings 2.4 GHz 5 GHz > @ 8JC22
> @@ SJC23 . "
Flexible Radio Assignment ©

> & Texas

Total APs Optimized Total Access Points Total Access Points

shington

Dynamic Channel Assignment ©

> & Seattle

South Am

Transmit Power Control ©

@ Channel Change  ® Channel Width Change @ Tx Power Change

® Poor(0-30)

® Low

Band/Role Change Fair(31-60) @ Good(61-100) ® Medium @ High

Dynamic Bandwith Selection ©

View Details View Details View Details

Al-Enhanced RRM
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What else happens in the air?

e

©
.
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e~ ¥

© 2022 Cisco and/or its affiliates. All rights reserved. Cisco Public
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Cat9800 RF Visualization
Radio Statistics

m @ o Q & Feedback | * (@

B Uiy Cisco Catalyst 9800-L Wireless Controller Welcome dnac | A& W&
1 1

o

Monitoring~ > Wireless~ > Radio Statistics

6 GHz Radios 5 GHz Radios 2.4 GHz Radios Dual-Band Radios

5 GHz Band
Total 5 GHz radios : 14
N N General Client/AP Channel Interference AirTime Fairness CAC Persistent Device A
Admin ¢ Operation : Radio Rols
AP Name i AP Model i SlotNo : BaseRadioMAC : IP Address i Status Status Uptime ¢ (Radio Md
31 days 20 hrs ) .
AP687D.BASC.A2A0  #§  C9136I-E 1 00df. 1ddb. 9ecO 192.168.138.8 ® (4] e Automatid Noise(dBm) vs Channel
mins 29 secs
. 31 days 20 hrs .1 130 4
AP687D.BASC.A2A0 £  C9136I-E 2 00df. 1ddb.9ecO 192.168.138.8 (7)) © 32 mine 29 sees  Automatid 190 |
g 41 days 19 hrs i )
AP488BB.OA77.5F6C  #£  C9124AXD-E 1 2¢1a.0584.f0e0 192.168.138.6 ) ) 52 mite 10 soes  Automatid 110
100
2 41days 2 hrs 9 ;
AP1416.9D56.070C  #£  C9130AXI-E 1 548a.ba21.55c0 192.168.138.2 (V] (4] S Automatid g4 |
AP1416.9D56.070C  #€  CO130AXI-E 2 548a.ba21.55¢0 192.168.138.2 ) ') 41days2hrs9 yomaid 80
mins 4 secs 70 4
o 41 days 12 hrs -1 604
AP1416.9D56.0E08 £  C9130AXI-E 1 548a.ba26.ac40 192.168.138.11 (] (4] 21 mins 37 secs  Automatig 60
| 501
41 days 12 hrs Automatid
AP1416.9D56.0E08 £  C9130AXI-E 2 548a.ba26.ac40 192.168.138.11 o (4] 41 mins 37 secs  (Monitor) | -40
Walk Me Through > 230 4
AP1416.9DS6.0EB4 8  C9130AXI-E 1 548a.ba26.6120 192.168.138.1 ) ) 41days 12hrs A pomatig
42 mins 4 secs -20 4
. 41 days 12 hrs 1 104
AP1416.9D56.0EB4 £ C9130AXI-E 2 548a.ba26.b120 192.168.138.1 (V] () 42 mine 4 sece | Automatid 18
AP1416.9D56.123C  #€  C9130AXI-E 1 548a.ba26.cde0 192.168.138.3 ) ') 3; fnemz ;g Z’ESCS Automati 36 40 44 48 52 56 60 64 100 104 108 112 116 132 136 140
4
Interference(dBm) by Channel
12 » M 10 v
140 -
100
.80 4
_60 4
-40 4
-20 4
04
36 40 44 48 52 56 60 64 100 104 108 12 116 132 136 140




Cat9800 RF Visualization
CleanAir Statistics

. . P N . P
il Gisco Catalyst 9800-L Wireless Controller Welcome dnac | & B A & e T Q " &
17.8.1
Monitoring ™ > Wireless~ > CleanAir Statistics
5 GHz Band 2.4 GHz Band
CleanAir Interference Devices Sl Interference Devices Air Quality Report Worst Air Quality Report
Cluster ID Y MACAddress Y DevicelD Y InterfererType Y AP Name Y Severity Y RSSI(dBm) Y DutyCycle(%) Y Affected Channel Y
7f00.0000.ccf9 ba21.55c0.6bce Ox6bce BT Link AP1416.9D56.070C 2 -84 1 1,23
7f00.0000.cd07  ba21.55c0.6bd7 0x6bd7 BT Link AP1416.9D56.070C == -88 1
7f00.0000.cd09  ba21.55c0.6bd8 0x6bd8 BT Discovery AP1416.9D56.070C . -88 1
7f00.0000.cd0a  ba26.ac40.cc27 Oxcc27 Continuous TX AP1416.9D56.0E04 X
7f00.0000.ccf7  ba26.d3a0.b7bf  Oxb7bf BT Link PR Rps CleanAir Interference Charts =
7f00.0000.cd06  ba26.d3a0.b7c9 0xb7c9 BT Discovery AP1416.9D56.12F4
7f00.0000.cd08  ba26.d3a0.b7ca Oxb7ca BT Link AP1416.9D56.12F4 -
1 10 v AQ Graph
Channel vs Air Quality
120 4
Walk Me Through > 110 4
100

90 -
80 1
70 4
60
50 -
40 4
30 +
20
10 A
0 4 T T T T T
4 5 6 7 8 9




C9800 Wireless

Rogue Detection

B il Cisco Catalyst 9800-L Wireless Controller Welcome dnac | & & A m @ Q S Feedback | [
17.81
Monitoring ~ > Wireless~ > Rogues
Unclassified Friendly Malicious Custom Ignore List Rogue Clients Adhoc Rogues
Total APs : 343
ress letecting Radios lumber Of ients tatus ast Hear ast Heart ast annel equire
O MAC Add: Y #Detecting Radi Y  Number of Cli Y | S Y Last Heard Last Heard SSID Y Last Channel Y PMF Required Y
O 0023.6926.1717 1 2 Alert 09/16/2022 10:14:03 cTC_IT 1 No
O 0025.00f.9473 4 0 Alert 09/16/2022 10:06:51 (**HxFHHDDEN****+%) 6 No
: O o0o0df.1ddb.cd10 4 0 Alert 09/16/2022 10:14:20 VNHospitalPLZ01 1 No
eshooting

O o0o0df.1ddb.cd1f 1 0 Alert 09/16/2022 10:14:11 VNHospitalPLZO01 48 No
O 02ec.dafa.4667 3 0 Alert 09/16/2022 10:14:19 CMW 1M No
O 02ec.dafa.46b2 6 3 Alert 09/16/2022 10:14:21 cMW Rogue AP Detai
D 02ec.dafa.5183 1 2 Alert 09/16/2022 10:14:03 CMW Rogue Classification Rogue History

Walk Me Through > O 02ec.dafb.4667 5 0 Alert 09/16/2022 10:14:19 CMW Guest

MAC Address 00df.1ddb.cd1f First time Reported On 08/21/2022 16:26:16
O 02ec.dafb.asb2 3 0 Alert 09/16/2022 10:14:11 CMW Guest
Is this radio on wired network? No Last time Reported On 09/16/2022 10:14:11
O 02ec.dafb.5183 4 0 Alert 09/16/2022 10:14:11 CMW Guest
Class Type | Unclassified v
1 2 3 4 5 6 7 8 9 10 .. » M 10 v

staws ([ AERT

Initiate RLOP O

Is Rogue an impersonator 2 No

APs that detected this Rogue

Base Radio Channel ~ Channel Short RSSI SR
MAC AP Name ssip Channel Width  fromDS  Radio Security Policy  Preamble  (dBm)  (dB) Containment Type
548aba26.ac.. AP1416.9D56.0E.. VNHospitalPLZO1 48 40 Yes 2‘::; 18X=5  \WpAZ/FT/Dot..  Disabled -67 18 INVALID -

Clients associated to this Rogue AP

MAC Address Last Heard On

[] 0 v




Design « Network Hierarchy
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2D & 3D Wireless Maps

= Cisco DNA Center

Design - Network Hierarchy == ", -
Q_ Find Hierarchy PRGO7-5 3p 5Gh: ¥ Add/Edit Data

View Options &
v & Global
> & Bratislava
> & Jezeri
> & Kounov
> & Pardubice

v & Plzen

=g 3 =X
v @ PLZ01 : )
£ PLZ01-1
v & Prague

v ¥ PRGO7

) - < ‘- J
@3 i
£ PRGO07-5

-
AP41619D56.0EB4

> @@ PRGO7-ATXDemo

R

oD 4 ‘

PRG07-DMZ

./-’)'.‘
axt g | =] \li
: 1) (0
> [ PRGO7-Guest-ACC

o) | 1
< 09 9 - (T ‘
> @ PRGO7-JC-PNP & >
> & Temp-PI-DNC-coexistence v

> & TEST-DS

> & Warehouse-test

i X s TR
x | o "\
: y 2 A \
-90 y -
> & Zatec dm | 2

BB |
i
2 g vi m :
! D : . ¥
y : | = = B. S 1
N 1 '_ T APBOAA.7792!7F28 o= | = — — —
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| 'l 0+0 = . =3 ——
11 < APF4DB.E643!853A - - = ke
\ £ PRG02-2-Sensor.4FA8 £
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‘ - Il § [} i
\ ; | 1 : 0
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|
|
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DNAC Wireless
2D & 3D Maps —-DEMO

= DNAC Wireless maps
= View Options
=  Monitoring SLAs With Visual Insights
= RF Optimizer for AP Redeployment
Suggestions
= DNAC Interferer Visualization

» J——

& San Jose / Building 14 / Floor1 (5

Q_ search

11S1C14-9136-AP-1
\ h

Praansneye . W
TJAssurance_9130_3"
)

.|

sl 10 [
JSIC14-TME-AP5 | |

o ——a -

P70F3.5A7A.4078

14-TME-AP8

14-TME-AP7

CB smomion

@ Insights

© ¢
ZN(Q

<#
v/@

£ PRGO7-5
G5 PRGO7-DMZ
> £ PRGO7-Guest-ACC
> i PRGO7-JC-PNP.
> & Temp-PI-DNC-coexistence
> & TEST-DS
> & Warehouse-test

> & zatec

nnnnnnnnnn

Interferers

None M

MAC Address
7600:00:00:cd:1d

7£00:00:00:c4:3a

76.00:00:00:cd:3d
76.00:00:00:cd:3¢
7£00:00:00:c4:0a

7£00:00:00:c0:39

I Stel show Selected on Map (J Focus on selecter

Interferer Type ~

BLUETOOTH

BLUETOOTH

BLUETOOTH

BLUETOOTH_PAGING_INQUIRY_DEVICE

BLUETOOTH_PAGING_INQUIRY_DEVICE

GENERIC_WAVEFORM

MICROWAVE_OVEN_1

Showing 7 of 7

Qo oL
h

Band (GHz) s
24 2
24 o
24

2 2
2 o
24 5
2 o




Configuring View Options in Wireless 3D Maps

Customize the Map’s Visuals
° Click View Options aTo Open a Slide-in Pane

4 N\
2D Add/Edit  View Options & C. S\mu\am %

3D Floormap

£ San Jose / Building 14 / Floor1 (3 Q Search

o] Insights

v KPls

Calculated coverage heatmaps ()

Heatmap Devices

v cg13°AP ‘. ‘ Operational + Planned v
’ .
ﬂ L D 7°F3-5A7A.4078 Heatmap Metrics

, ! None SNR Interferenceh e RF MetriC

.__L =

Heatmap Type

4-9136-AP-1 point Cloud ([ EEEESR Scenner ¢y Q How it’s Visualized
_

Heatmap Opacity
59.00

14-TME-AP8 -

0 100

Telemetry

14-TME-AP7 Telemetry Threshold
-66.00
— )
-100 -35
3D RF Model
©) ¢ Free Space v




Monitoring SLAs With Visual Insights
Visibility Into Areas of Coverage That Need Attention

Click on the O nsights N to view SLAs that meet

A banner appears with a list of insights. Clicking on
Click adjusts the map for you to view insight details.

or miss the configured threshold.
[20 Add/Edit  View Options & C. S\mu\allun\ )
Q search Q Insights 7

£ San Jose / Building 14 / Floor1 (3

L\ Insights

136-AP-

s —4 1JS3C14-TME-APS

R ez ore | ot ar10 | ot
w Moo
#rer | Frim;  onu | orhs,  one | onm

5 GHz: Your target for real-time voice is not met. 59% of your floor coverage has an SNR of 25 dB or more.

Click for coverage gaps.

Mute This Insight

View All Insights

(8/13) ious  Next

7 QYSIC14-TME-APEs

jore 785 | 6 os2 | oy 044 | o085
-l m\ﬂ‘
Fa11 | Fea2 e adiasd Ga-10  Gs1
K THANR. WONG

Q'CQIBOAP

5JC14-TME-AP4

Floor zone where real time voice target is not met due to SNR below 25 dB.

P70F3.5A7A.4078




DNAC Interferer Visualization

= Cisco DNA Center Design / Network Hierarchy Q. @ & QD

Add/Edit Data View Options <

Q Search Hierarchy Y

SearchBelo | prague / PRGO7 / PRGO7-5 Updated justnow &3 (@) G tearch
v & Global

> & Bratislava Interferers X

> & Jezeri

> &b Kounov

40 m 50 m
@& mnt Lis

3

> &k Pardubice L
&

5 & Plzen AP687D.BA5C.A2A0 S B L 25U 2DU 2R AP

v &b Prague o Apply Filters to List Show Selected on Map (JFocus on selected

-5 . o ? |5,
v & PRGO7 B % =R
ha AP1416.9D56.12F4 AP-0001 o . MAC Address Interferer Type « Interferer Status Band (GHz) S
£ PRGO7-5 eselilp 9D56.0EB4 8
& PRGO7-DMZ E = 5 S D [~] 7£:00:00:00:¢d:1d BLUETOOTH Active 2.4 2
> @ PRGO7-Guest-ACC T s PR
) h 2 7f:00:00:00:cd:3a BLUETOOTH Active 2.4 0
> @ PRGO7-JC-PNP & T
: - > - 7f:00:00:00:cd:3c BLUETOOTH Active 2.4 [}
> & Temp-PI-DNC-coexistence Q& Q;a AP=0002 w’ ]
B =
> & TEST-DS 416.9056.070C AP1416.9D56.123C @ APFADS.ECAZH
d . 7f:00:00:00:cd:3d BLUETOOTH_PAGING_INQUIRY_DEVICE Active 2.4 2
a »
> &b Warehouse-test = BR
2 [::::3 . 7f:00:00:00:cd:3e BLUETOOTH_PAGING_INQUIRY_DEVICE Active 2.4 0
> & Zatec » 3
Bmy < w— . =
0@ =X = (] 7§:00:00:00:cd:0a GENERIC_WAVEFORM Active 2.4 3
L
I\&a“l'&ip A8 : == : = ’2 45
8 - - R F
B I T ' Apro003 | T ®  7:00:00:00:cd:39  MICROWAVE_OVEN_1 Active 2.4 0
g o § r
AP1416.9D56.0E08 : ] ?io i | : 3
Showing 7 of 7




Leverage RF Optimizer for AP Redeployment Suggestions
starting from 2.3.3!

2D Add/Edit  View Options & C. Simulation

& SJSU/B1/F1 Q Search

X

@ Insights

I Your floor coverage with RSSI of =65 or more will be increased from 68 % to 78% by the optimizations below: I

Add 2 AP(s).
Move 3 AP(s).

Save as a plan




WLAN has inherent vulnerabilities exposing it to various threats

Rogue on Wire
Unknown | Malicious

o}
T
AR
@)
Switch-port Tracing

Rogue Access Points | Honeypot or Evil Twin | AP MAC Spoofing

aﬁ
Bﬂ .~-.@ Rogue Management

Basic Wireless Security

Denial of Service | Reconnaissance | Cracking Tools

WIPS

Advanced Wireless Security

Microwave | Bluetooth
Radar | RF Jammers

=
RX

Cisco CleanAir

Visibility of non-WiFi interferers



Cisco Rogue/WIPS Highlights

| Configurat ty~ > Wireless Protection Policies |

= Highlights - Cisco Catalyst 9100,
§ | 9800 and Cisco DNA Center deliver
B e ] e | state-of-the-art Rogue/WIPS
: G Management:

¥\ Configuration

* Dedicated RF ASIC radio for Rogue/WIPS
| * Rogue Auto-Classification techniques

o (proprietary)

mmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmm Rogue Rule creation on Cat 9800 WLC

,,,,,,,,,, ) . New Rogue/WIPS Signatures * (Future

e © UpdateS)

R Rogue Containment (Manual in DNA Center)

DNA Center aWIPS Dashboard Assurance

- N DNA Center WIPS Workflow

Threshold Configuration

............. Forensic Captures

Cisco DNA Spaces for Rogue AP & Client

- L - B location

ssssssssssssss

§

- %

H

3

¢ \ 3
F

Jw
i
[ ]

3
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Rogue Management Architecture

CMX

Rogue AP

: ))

(7

Managed AP

Rogue RSSI Update
via NMSP

Rogue Report via CAPWAP

A

Rogue RSSI Update
via NMSP

DNA SPACES

Location Update via API

}

ROguG Tel
TIPS /sy

Cisco DNA Center

Aggregation and Classification
Rogue l

Rogue Ul

HTTPS

Admin



DNAC Security Threat Summary & Map Location

= Cisco DNA Center

Overview  Allowed List ~ Rules  aWIPS Profile

Last7 days v Actions v

-

Assurance /

Dashl / Rogue and aWIPS

Sep 9, 2022 3:38 PM - Sep 16,

High Threat Summary

Active High Threats (110)

By threat type Al

High Threat

. . @ AP Impersonatir on flooa (1
Threats (316)
Q  Search Table
Tnreat Level ~ MAC Address Type @ SourcefTorget (0
High Airdrop Session Source AP6B7D.B45C.A7C
High Airdrop Session Source AP6B7D.BASC.A7C
High Airdrop Session Source AP6B7D.B45C.A7C
High Airdrop Session Source AP687D.B4SC.ATC
High Airdrop Session Source AP687D.B45C.A7C

e
(&

High Threats Over Time

Threat 360: Mac 9A:93:FF:02:6E:B9

Detecting AP c

Threat Level Threat Type Vendor

Global/Plzen/PLZO1/PLZ01-1 -

Global/Pizen/PLZO1/PLZO1-1 - - High Airdrop Session UNKNOWN
Global/Plzen/PLZ01/PLZ01-1 -
Global/Pizen/PLZ01/PLZ01-1 .

Global/Pizen/PLZO1/PLZ01-1 -

Location: Global/Plzen/PLZ01/PLZ01-1

Actions Vv
Count Last Reported
1 Sep 13, 2022 09:25 am
C J Full Screen

B 1ofm

5m

AP687D.B45C.A67C

*
o~

Ju
ar

g e
o
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Proactive network
diagnostics




Aironet Active Sensor Use Cases

Test your network and report results to Cisco DNA Assurance!

Performs the following Wireless Tests:

Onboarding (Auth Types - 802.1x, MAB and
Open Auth, DHCP)

RF Assessment (Data rate, SNR)

Network Services (DNS, RADIUS)

Performance (iPerf3, NDT, IP SLA)

Application ( FTP, Web server, host reachability)

Email (IMAP, POP3, OWA)

« /«(

///,///
¢

Co

= Cisco DNA Center Assurance . Dashboards . Wireless Sensors Q o
Q24
I- ... - - --. - - .- - - - . ... - - ‘l’
2 s s
Overall Summar y
ors: 14
1 9 3 4 59 37 1004 faiure
‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘ 5,24 2,628 Tests
le:1 [ Onboarding || RFAssessment | NetworkServices || Performance ity Emal
1% Failure
T

Find the most problematic: ~ Ses v py  AllTests

Largest Health Drop by Location

Most Common Test Failure



Wireless Sensor Global Dashboard

Overall Summary Trend View

30 Minute View

24 Hour View

Teg

Reason

LATES}
Sites v by AllTests v

ours: Apr 04, 3:30 pm — Apr 05, 3:30 pm fib All Sites Filter (0)
Find the most problematic:
Worst Location Largest Health Drop by Location Most Common Test Failure
Reason:  OWA: Connection Fail

<
Global/San Jose Location

Outlook

...lifornia/San Jose
RF Assessment: Data Rate Failure

Test

3:30p
b ol
L1 11 | H = H EEEN Location
T T T T T T T Reason:  50% Email: Outlook Failure Reason
10p 4/5 2a 4a 6a 8a 10a 12p 2p 0)
T t R It Show Data for Impacted Top 5 v
& &
s N F e
N $ S @ - N
L F 5 g & g £ e &
P s g g ¥ o & S s & & K
S e f e TS
¥ AR AR R R R R I A

Overall Summary
Globsl

Drilled Down

Total Tests: 82.2K (1)
1 % Failure

Global/San Jose

Total Sensors: 4 (1)
Running: 0 0% raiture 29 Faiure 27 3 raiture T % raiture
ldle: 4 6,207 Tests 47,403 Tests 5,091 Tests 7,177 Tests 11,962 Tests 4,360 Test
Unreachable: 0
Onboarding RF Assessment Network Services Performance App. Connectivity Email
® > 30% Failure 5% - 30% Failure 1% - 5% Failure @ < 1% Failure O No Data I
. u 1 ° ONo
Sorting based on the result of (overall failed test count)/(overall test count) in the whole time range

- Network Time Travel up to 14 Days

- Per Site Per Test Category Result View

- Global View of All Sensor Test Results

- SSID, Band, Site Filtering




Cisco DNA Center Platform

Infrastructure as Code

: th On b Red Hat DevO ps HashiCorp
e Py Ansible Tools Terraform

REST APIs Webhooks

Cisco Integrations Custom Integrations j
.Cisco ISE .lc||lslélc;. Meraki /
O Cisco ~ M m |Wm
ThousandEyes welbex \ SEfvicenow
[0) .
N DNA Spaces €3I BLUECAT

cisco -
Infoblox =
PagerDuty splunk:

Cisco Physical and Virtual Infrastructure

- p. —
—s <= ~




Cisco DNA Center Platform Overview

Event Notifications Northbound REST APIs

Assurance Issues Webhooks Network Inventory Assurance
Al/ML Insights PagerDuty Network Topology SDA
System Health Webex Network Design Templates
Integration Connectivity Syslog Provisioning RMA

License Management SNMP SWIM, PnP Config Archive
Path Trace Sensors

‘ -

IT Ecosystem Integrations Developer Resources

IT Service Management * Sample Code, Videos
IP Address Management *  Python SDK, Ansible, Terraform

Reporting *  Cisco DevNet
Wireless Planning e Sandboxes, Learning Labs

Incident Response * Developer Guides
SIEM, Splunk « Sample Code




200 Events in different areas such as ...

Backup/Restore Fabric
AP Anomaly

Wired Connectivity

CPU and Memory Utilization

O N bOa rd | ng Software Image Management

Compliance
Device hardware and software
Application Experience Device Availability

Wireless Connectivity  sensor Test Troubleshooting



Events Notifications to Webex Message

Cisco DNA Center will use a

= Cisco DNA Center

Open Resolved

Q) Global v (® 7 Days

Most Impacted Areas

By Issue Priority

5:00p
P1

P2
P3
P4

Total Open: 1
Q  Search Table
Priority ~ Issue Ty

P1 Interface

1 Records

Assurance - Dashboards - Issues

Interface Connecting Network Devices is Down

Area
1 Open Issues 1 1
1 Buildings, 1 Floors

Q  Search Table

0 Selected

O Issue
C] Interface " GigabitEthernet2" (Interface description: TO_CSR2_GI2) is down on network device " PDX-RO"

1 Records

Webex Bot to post messages

BORDER ROUTER

Site Device
OR/PDX-1/Floor 2 PDX-RO

Show Records:

to aroom

1 Export

Device Type

Cisco Cloud Services Router 1000\

10v 1-1

< @ >

Note:

Starting with DNA Center version 2.2.3.x
Multi Cisco DNA Center Clusters Support

BRKOPS-2031

# % Cisco DNA Center Notifications (#)

Messages People (3)

m DNAC_Notifications 3:07 PM )

Cisco DNA Center Notification

Content Schedule + Apps

Source DNA 10.93.141.45

Center IP:

Severity: 1

Category: ALERT

Timestamp: 2021-09-22 22:07:08

Issue Name: Interface GigabitEthernet2 (Interface

description: TO_CSR2_GI2) is Down on

Network Device 10.93.141.23

Issue Description: Interface GigabitEthernet2 (Interface
description: TO_CSR2_GI2) connecting
the following two network devices is
down: Local Node: PDX-RO, Peer Node:
PDX-RO

active

Cisco DNA Center Issue Details

Issue Status:




Report Templates

= Cisco DNA Center

Generated Reports (96)

All

Access Point
Client

Executive Summary
Inventory

Licensing

Network Devices
Rogue and aWIPS
SWIM

Security Advisories

Report Templates

Licensing
AireOS Controllers
Licenses

Provides license information
about AireOS controllers

Inventory

All Data

The all data view provides
detailed information about

Reports

SWIM

All Data

The all data view provides
2d information about

Access Point

AP

This report contains a
detailed list of Access

Qa o & L

Access Point

AP Radio

This report contains a

detal ist of Access Point

network devices, software image updates on Points in the network Radios in the network
Distribution of devices over devices
time, Device Count by Site
Device Count by Device
[ToE
Generate Generate Generate Generate Generate
Client Network Devices Client Client Client
Busiest Client Channel Change Client Detail Client Session Client Summary

This client report view
provides busiest clients by
usage, tx bytes or rx bytes.

Count

The report provides visibility
into the channel changes
observed on Access Point

This client report view
provides detailed
nformation about the list of

This client session report
view provides detailed
information about the

This client report view
provides an executive

summary like health and

Radio cli that are seen in the wireless client sessions counts of clients that are
network seen in the network TDE seen in the network
Generate Generate Generate Generate Generate
Client Executive Summary Licensing Network Devices Rogue and aWIPS

Client Trend

This client report view
provides client count trend
and client traffic trend for
the given time period

Generate

Executive Summary

Analyze how the network is
performing with insights
into network devices.
clients and issues

Generate

License Usage
Upload Details
Provides information about

icense usage uploading
schedule

Generate

Network Device
Availability
This network device

availability report view
provides detailed

information about average

availability of devices

Generate

New Threat

This report provides for the

detailed information about
the new rogue AP's and

aWIPS threats that are seen

in the network [ToE

Generate

20+ reports

Multiple export formats
90 days retention

Easy workflow

Multiple Filter options



Observation of trends
in the wireless
network




Flexible management options with Cisco Catalyst 9800

Series Wireless Controllers

Standards-based
interoperability

Cl/CD tools i
. Model driven Y YANG data
\\ | Open daylight @ 0 @ programmability — c— models

0 Qg Y o ==

Open Flow now Zero touch Guest shell

Policy Automation  Analytics puppet provisioning (on-box Python)
SDN controllers Network management Application
systems hosting

Cisco Catalyst 9800 Series

—> Intent-based
Wireless Controllers -

network infrastructure




gRPC Dial Out Configured Telemetry

...or with... + Ansible

Cisco 10S XE ——
16.10+ L L ,

o1 12X 13K i 2% 25X

gRPC Dial-Out

Receiver |
Decodes to text telegra

1146081

1145881 H

1.1456 81

A s o g

1145481
T

Time Series Database IanUXDB - T

v by bl

2000 000 0400

operintefaces/interfac s = Cisco10S XEinterfaces-operinterfaces/inerface/statstics.mean

Monitoring  —
and Visualizations




DNAC Assurance — Timeline / Trend Dashboards

= Cisco DNA Center Assurance / Dashboards / Health Q ® o L

Overall Network Client Applications Network Services v SD-Access

/ Globa 3 Hours

Sep 16, 2022 9:13 AM - 12:15PM &

{ealt
——
~]

Actions Vv

LATEST  TREND

Router Core Distribution
= s =

2 10 3 3

H 0 - ) = 0

Time (Day Time (Day Time (Day
Wireless Controller Access Points
s Z 15
E <
7 R R : —_N T ———— N
T 9:10a ):35a 0:25 10:50a 1:15 11:40 12:05p T 9:10a ):35a a 10:25, 11:15 11:40a 12:05p T 9:10a ):35a a 10:25 10:50a 1:15 1:4¢ 12:05p
Time (D r Time (D r Time (D r
HEALTH @ 4 L] He
iew Detai
WAN Link Utilization Network Devices Reachability WAN Link Availability

LATEST TREND LATEST TREND LATEST TREND



Cisco Al Network Analytics overview

Anonymized data

—
—

I Anomalies and
insights

Cisco DNA Center

Cisco Al Cloud



Improve Incident Alert Personalized Baseline

The Key for Success: Small Number of Relevant anomalies
98%
Reduction in Alert . . o o
il Al-Driven Dynamic Baselining

>

Dynamic Threshold = Relevant Anomalies

1192 92

Anomalies Optimized

Detected
with Context-
aware Baselining

Static Threshold = False Positives




Al and machine learning insights

—> Root Cause Analysis

- Improve incident alert fidelity —
personalized baselining

- Proactive and predictive insights —
intelligent analysis

- Accelerated remediation—
powered by machine reasoning
algorithms

- Discovery of anomaly — long-term
trending/behavior change

- Network heatmap and peer
comparison

@When*\ S |ty
@) Where« ~ [ -
®How «—
//I
@Why T ’

cccccc

eeeee
nnnnnnnnnnn

_________
-~ AN

’
~ -
..........

“Clients are facing
timeouts and failures
during authentication
and addressing”



Cisco Al Network Analytics
Feature Summary

0 Al Driven Issues ﬁ Network Heatmaps : Peer Comparison
Discovgr and Root Cause ?etwork r.isks and Optimize AP Performance across the network Benchmark your network Performance
anomalies from the Machine Learning through visual exploration of performance KPIs against thousands of similar networks
generated baselines

13 KPIs: Onboarding & Throughput 17 KPIs: RF & Application 6 KPIs: RF & Throughput

Network Insights b4 m SENEITES

Identlfy.lmprovement epportunitiesiby o Observe historical Onboarding Behavior with
Comparing Performance KPIs across Buildings, a Machine Learning generated baseline

across buildings and SSIDs

Mitigate network risks with long-term trend
analysis across APs and Buildings AP Models and Endpoint Types

5 KPIs: Capacity & Throughput 22 KPIs: RF, Onboarding, Throughput 5 KPIs: Onboarding



DNAC Al Network
Analytics —-DEMO

Al Network Analytics
= Trends and Insights
= Network Heatmaps
= Peer Comparison
= Network Comparison
= Baselines

Issue Type | lssue Instance

Analytics: WLC with IP address " aes:x_6XqghCiueWeayUaWftXHdAwiJyN9eWGLr6q"

is experiencing long onboarding times.

Status: Open
TS oo ggaa as o dovaton o a e sl o o Spaciic nifoamant. Loar Hors x
The network is experiencing excessive onboarding time compared to IMPACTED SUMMARY FOR THIS NETWORK 0 ws tis helpru? 119 0

usual. Clients are taking longer than the usual time to connect to
SSID SSID-94Z0.

Time: June 25, 2019 6:00 pm - 8:30 pm j | Impacted Sites
Location: Global / SITE-ni7K / BLD-5QKB

et Potential Root Causes
Impact

Network Causes  Failed Distribution ~ Failed Percentage  Failed Count
Root Cause Analysis ——

Suggested Actions

INSIGHT SUMMARY

AP AP-9Yp] experienced

The maximum devistion observed w

botwoen the week of Feb 26-Mar 04 and Mar 19-Mar

entSar deviation in the 5 GHz radio.

16.008 and this occurred

WEEKLY CLIENT LOAD

112  impacted Clients

@ Add KPI

Addressing and Authentication: Clients are facing timeouts and failures during authentication and addressing

g Onbcarsing e e
e o A\
TROUBLESHOOT
work Haatm:
clients
el )
0.5% of all chents 1800 1900 2000 2100 2200 2300 Am2s 0100 0200 0300
© 4 DHCP Timeaur  Sen
& el o Z »e
1800 1900 2000 2100 200 2300 ks O 0200 0300
Select display Select metric Select radio band
Metrics v Radio Throughput v All bands v

Radios involved | 00:62:EC:06:64:E0

Sep 06,2017
Max Avg
Throughput

Color key

in
Throughput

00:62:EC:06:64:E0
70:DB:98:FB:E4:80

70:DB:98:FB:E4:80
00:62:EC:06:65:00
70:DB:98:FB:C8:20
70:DB:98:FB:E4:20
70:DB:98:FB:E8:20
70:DB:98:FB:E4:20
70:DB:98:8F:B8:00
70:DB:98:8F:7C:E0
70:DB:98:8F:7C:E0

00:FE:C8:2E:18:00

Network
daily average
Avg. Throughput

Sep 11
MTwT F APmonthly average

~
00:62:EC:06:64:E0 5GHz
Max Avg. Throughput







Unleash the True Potential of Your Wireless
with Cisco DNA Center’s AlOps!

Wi-Fi 6E Integrations Al Network Analytics

R

- =

AP Performance Advisories

e T
S t|e=——=
.. Device Ecosystem Partnerships

SI\MSUNG}

Al-Enhanced RRM 7

K E - /

! .m O

’9 .
' intel.




Recommended upgrade path (integrated Antenna)

3700/3800/4800 > Catalyst® 9130 > Catalyst 9136
2700/2800 > Catalyst 9120 > Catalyst 9166
: ‘ >
| ( )
e =
o
L u > o —
| 5 g
1700/1830/1840/1850 B> Catalyst 9115 ; N »  Catalyst 9164
aQ (%]
[
o ! 3 <
\ ) | )
‘ =)
o o -
. g m
o~
1815i > Catalyst 9105 ——Qm ———»  Catalyst 9162
By -
=]
L
1815w »  Catalyst 9105W P

& %



Wireless Controller Transition

3504

v

5508, 5520

Wireless Controller

v

7510, 8510, 8540

Wireless Controller

v

C9800-CL
C9800 for cloud
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Cisco Catalyst Access Network
Best Access Experience for IT and loT

Access Points Access Switches Distribution/Core Wireless Controller
Catalyst Catalyst Catalyst Catalyst
9100 Series 9200/9300/9400 9500/9600 Series 9800 Series
\& , Wi-Fi 6, 802.3bt
WiFI wnEEEREEEEEE

48P 5G + 25G/40G uplinks

Wi-Fi 6
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Industry’s only modular WLC

Campus Optimized with 40G/100G uplinks
25G/40G/100G

Wi-Fi 6

\' Most comprehensive mGig
\ — portfolio

Wi-Fi 6

Fully Integrated End to End

Built for intent-based . . .
. Automation Security Analytics
networking




The Four Pillars of Cisco DNA Center

Driving network insights, automation, and security!

~ AlOps

NetOps

SecOps
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Physical and virtual infrastructure

Cisco and third party




Cisco DNA Center For Real Engineers
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Zvolte jeden nebo vice webinafl, kterych se chcete zicastnit:

0 Cisco DNA Center Demo Series - APJC Time Zone
06:00-07:30 | 8. zar 2022 (UTC+02:00) Tyler Jeffries

Ve /
o

0 Cisco DNA Center Demo Series - Americas Time Zone
19:00-20:30 | 8. zaF 2022 (UTC+02:00) Tyler Jeffries

Registrace zde

7,
]

O Cisco DNA Center Demo Series - APJC Time Zone m
06:00-07:30 | 15. zaF 2022 (UTC+02:00) Tyler Jeffries "~

O Cisco DNA Center Demo Series - EMEA Time Zone m
12:00-13:30 | 15. zaf 2022 (UTC+02:00) Tyler Jeffries "~


https://cisco.webex.com/webappng/sites/cisco/webinar/webinarSeries/register/0bf3383356854bf8a340849d56953018

. Kontakt: dosoukup@cisco.com

. Registracni formular
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