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I can get even more 
from what is already
in my NW?
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What is Service Plane?
Opens door for Edge Compute

3BRKENT-2104

Service 
Plane

Data Plane

Control 
Plane x86
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Current Application Challenges

4BRKARC-1002

Data Reduction

Filtering

Latency Optimization

Partitioning

Application Simplification

Dynamic Changes

Analytic Support

Not Enough Network Bandwidth

Most Data is not interesting

Use of Data at the Edge

Computation to be optimized

Data Normalization

Data Redirection based on Content

Data Timestamping & Algorithm analysis



© 2021  Cisco and/or its affiliates. All rights reserved.   Cisco Public

© 2020  Cisco and/or its affiliates. All rights reserved.   Cisco Public

Virtual Machines vs Containers

• Virtual Machine - Includes the application, binaries & libraries along with entire guest OS.

• Containers (LXC) - OS level virtualization method for running multiple isolated Linux containers 
on a single control host.

5BRKARC-1002
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Virtual Machines vs Containers
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App 1

Bins/

Libs

Hypervisor (Type2)

Host OS

Server

App 2

Bins/

Libs

GuestOS

App 3

Bins/

Libs

GuestOS

Bins/Lis

A p’
VM

Container

Containers are isolated but share OS

GuestOS

App 1

Bins/Libs Bins/Libs Bins/Libs

App 2 App 3

Container Engine

Host OS

Server
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What is a Service Container?

7BRKARC-1002

Service Containers leverage virtualization layer (LXC 
and KVM) to provision an application hosting 
environment on Cisco routers/switches.

Gives ability to code application/service once and run it 
everywhere.

Cisco Virtual Services:
• Example: WAAS, SNORT

Third Party Services:
• Example: Wireshark, iperf etc.
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Empowering the Edge – Leverage the Network!

8BRKARC-1002

• Existing hardware
footprint

• No need for  
separate compute  
machinery

• Integrated security

• Reduced latency &  
bandwidth cost

• Owner is the NW 
team

Billing

Analytic  

Systems

IoT  

Applications

Business  

Applications

Management
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Application Hosting Spectrum

9BRKARC-1002

Different models for different application needs.

Native  
Process

•Very Tight
Integration

•Best Performance

LXC
•Strict Kernel

Requirements

•Good  
performance with  
some security

Docker
•Emerging Industry

Standard

KVM

•Any OS
•Complete

separation
•Linux host OS  

normally – Type 2  
hypervisor

Type 1  
Hypervisor

•Service Module
Only

•VMWare, HyperV,  
Zen…
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Application Hosting 
Security
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IOS XE performance and security protection

11BRKARC-1002

• Memory and CPU usage for Apps are 
bounded using Control groups (cgroups).

• Process and files access for Apps are 
isolated and restricted (using user 
namespace)

• Disk usage is isolated using separate 
storage.
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Cgroups HW Resource Sharing

Cgroups limits  Application resources for:

• System Memory 
• CPU resource 

System Memory: defines how much Memory available for Applications. 

CPU resource: defines dynamic CPU load sharing among 3 Cgroups.
▪ Linux OS processes (highest priority)
▪ IOS-XE Control Plane
▪ Applications

• If one cgroup is idle or under-utilizing allocation, other active cgroup(s) can be used extra CPU 
resources from that cgroup.

• If fully congested, each cgroup cannot exceed their CPU allocation.

Cisco Application Framework (CAF) validates available HW resources before activating Containers.

CPU

RAM

Control 
Groups

43

21 21

43
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User namespace

• A feature that can be used to separate the 
user IDs and group IDs between the host 
and containers.

• Can provide a better isolation and security.

• Privileged user (root) in the container can 
not be mapped to a privileged user 
(root) on the host.

0 (root) 1000 (user)

0 (root) 2999

3999 65533

Namespace level 0 (root)

Namespace level 1
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Storage Security
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SSD offers two layers of security:

• AES-256 Hardware encryption on SSD
• Passcode Authentication on the switch and SSD

Match

Switch#hw-module switch 1 usbflash1 security ?
disable disable security on USB3.0
enable Enable security on USB3.0
unlock Unlock USB3.0

Switch# conf t
Switch(config)# hw-module switch 1 usbflash1-password
Switch(config)# no hw-module switch 1 usbflash1-password

CAT9K
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Secure Framework 

• Application Signature Verification

• Secureboot for Cisco signed applications  

• Memory, CPU: bound by Control groups

• Process, files access: user namespace

• Disk usage: separate storage

• Network level isolation within applications

BRKENT-2104 15
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Application Hosting 
Networking
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Containers Networking
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Linux SW

component

HW

Forwarding

Ge0/0

172.19.0.23 Ge0/0/1 Ge0/0/2 Ge0/0/3

L2 interface*
Ge0/0/11 Ge0/0/12 Ge0/0/13

12.0.0.1/24 13.0.0.1/24 14.0.0.1/24

L3 interface

Mgmt Bridge0

Container

eth0

eth1
Container

eth0

eth1
VM

eth0 eth1

Container

eth0

eth1

Svc Bridge1

Bridging
Management 

VRF
Routing

VirtualPortGroup X

10.0.0.10

10.0.0.2 10.0.0.3 10.0.0.4 10.0.0.5

10.0.0.1/24
IOS-XE

172.19.0.24

AppGigabitEthernet X
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Containers Networking: IP Configuration
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Linux
CLI

DHCP

IOS XE
CLI

Logging directly into VM and configure using

Linux commands

Enabling DHCP service in KVM/LXC and

configuring DHCP server/relay

IOS assigned explicitly with IOS XE CLI
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Containers Networking: Management Interface
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Container

eth0

eth1

Mgmt Bridge0

Management 

VRF

Ge0/0

172.19.0.23

172.19.0.24

L2 Bridging

Management Interface

LXC/VM vNICs

CAT9K
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Containers Networking: Data Port
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Data ports can be accessed using IOS XE AppGigabitEthernet Port

Container

eth0

eth1
Container

eth0

eth1
VM

eth0 eth1

Svc Bridge1

Bridging

Ge0/0/1 Ge0/0/2 Ge0/0/3

L2 interface*

10.0.0.2 10.0.0.3 10.0.0.4 10.0.0.5

CAT9K

AppGigabitEthernet X

AppGigabit Interface

Outgoing Port
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Containers Networking: Data Port
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Data ports can be accessed using IOS XE Virtual Port Groups

Container

eth0

eth1
Container

eth0

eth1
VM

eth0 eth1

Svc Bridge1

Routing

Ge0/0/11 Ge0/0/12 Ge0/0/13

12.0.0.1/24 13.0.0.1/24 14.0.0.1/24

L3 interface

10.0.0.2 10.0.0.3 10.0.0.4 10.0.0.5

10.0.0.1/24

VirtualPortGroup X

ISR4K

Virtual Port Group (VPG)   Interface 
Connection

• Layer 3 Routed mode

• Network Address Translation

• ip-unnumbered



© 2021  Cisco and/or its affiliates. All rights reserved.   Cisco Public

© 2021  Cisco and/or its affiliates. All rights reserved.   Cisco Public#CiscoLive

Full Network Connectivity

• Support Layer 2-3 packets

• Applications are not aware of VRF 
configuration

Virtual Port Group (VPG)   Interface 
Connection

• Layer 3 Routed mode

• Network Address Translation

• ip-unnumbered

Management GigabitEthernet0            
Interface Connection

BRKENT-2104 22
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Application Traffic Networking

Packet Data Path

Management VRF
IOSd

App VM1

NGINX Web Server

Cisco Application 
Framework

App VM2 App VM3

Internal 
Network

GigabitEthernet <x/y/z>

VirtualPortGroup <x>

GigabitEthernet 0

IOS XE

BRKENT-2104 23
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VPG configuration- with NAT

iox-Router#conf t 

iox-Router(config)#interface VirtualPortGroup1

iox-Router(config-if)#ip address 192.168.0.1 255.255.255.0

iox-Router(config-if)#ip nat inside !! if NAT is desired

iox-Router(config-if)#no shutdown 

iox-Router(config)#exit

iox-Router#

VirtualPortGroup
interface acts as NAT 
inside interface

BRKENT-2104 24
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VPG configuration- with DHCP Pool

iox-Router#conf t 

iox-Router(config)#interface VirtualPortGroup1

iox-Router(config-if)#ip address 192.168.0.1 255.255.255.0

iox-Router(config-if)#ip nat inside !! if NAT is desired

iox-Router(config-if)#no shutdown 

iox-Router(config)#ip dhcp pool iox-apps

iox-Router(dhcp-config)#network 192.168.0.0 255.255.255.0

iox-Router(dhcp-config)#default-router 192.168.0.1

iox-Router(dhcp-config)#domain-name sample.com

iox-Router(dhcp-config)#dns-server 171.70.168.183

iox-Router(dhcp-config)#option 42 ip 171.68.38.65 1.100.30.113

iox-Router(dhcp-config)#exit

iox-Router(config)#ip dhcp excluded-add 192.168.0.0 192.168.0.2

iox-Router(config)#ntp master

DHCP pool allows flexible 
IP allocation in 
Application space. 
Suitable mode for 
Application Developer.

BRKENT-2104 25
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VPG configuration- without NAT

iox-Router#conf t 

iox-Router(config)#interface VirtualPortGroup1

iox-Router(config-if)#ip unnumbered GigabitEthernet0 

iox-Router(config-if)#ip helper-address 1.100.30.114 

iox-Router(config-if)#no shutdown 

iox-Router(config)#ip dhcp pool iox-apps

iox-Router(dhcp-config)#network 192.168.0.0 255.255.255.0

iox-Router(dhcp-config)#default-router 192.168.0.1

iox-Router(dhcp-config)#domain-name sample.com

iox-Router(dhcp-config)#exit

iox-Router#

VPG using 
unnumbered 
configuration and 
Public IP as helper 
address.

BRKENT-2104 26
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App-VNIC and Gateway Configuration

iox-Router#conf t

iox-Router(config)#app-hosting appid myapp

iox-Router(config-app-hosting)#app-vnic gateway0 
virtualportgroup 1 guest-interface 0

iox-Router(config-app-hosting-gateway0)#end

iox-Router# Attaching logical 
gateway for specific 
VPG i/f and binding 
it to guest interface

BRKENT-2104 27
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Application Hosting on IOS XE 
Routing Platforms 
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Edge Routing 
Platforms

ASR 1000

ISR 4000

ENCS 5400ISR1121-X

Catalyst 8300 Catalyst 8500 Catalyst 8200 uCPEISR1161-X

Catalyst 8200

SRIOV
Hypervisor/Cloud

Catalyst 8000V

CSR 1000V
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Control Plane 1c, 
Services Plane: 3c

Data Plane Cores

Multigigabit 
Fabric

FPGE

SM-X

NIM

FPGE

IOSd

App App

App

PUNT 
Path

Management
Ethernet

Service Plane Architecture
ISR 4000 Platforms

Service Plane 
(control plane CPU)

KVM - Hypervisor

Hosted App

BRKENT-2104 30
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Service Plane Architecture
Catalyst 8300/8200/8500L Series Edge Platforms

I/O I/O Core

PPE Data Plane Core

CP Control Plane Core

SP Service Plane Core

Dynamic Core 
Allocation*

Service Plane Optimized

I/O

I/O PPE

PPE CP

SP SP

SP I/O

I/O PPE

PPE CP

PPE PPE

PPE

Data Plane Optimized

Hosted App1 Hosted App2

KVM — Hypervisor

IPS URL-F

LXC Container

AMP

UTD Engine

BRKENT-2104 31
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WAN 
Interfaces

IOS XE 
Data Plane

IOS XE 
Control 
Plane

x86 Processor

Linux

10 GE

N ModuleNIM/SM 
Module

NIM/SM 
Module

2x1 GE

Route/Forwarding
Processor

Multi-
Gigabit 
Fabric 

(Internal)

Service Plane Architecture
ISR4K/C8300 Platforms with UCS-E Module

Internal 
Interfacesx86 Processor

Hypervisor

VNF

VNFApp

vSwitch

UCS-E Module 

2x 1GE

1 GE

BMC

CIMC

App

BRKENT-2104 32

Supported UCS-E 
Modules

UCS-E160S-M3/K9, 
UCS-E180D-M3/K9, 
UCS-E1120D-M3/K9



© 2021  Cisco and/or its affiliates. All rights reserved.   Cisco Public

© 2021  Cisco and/or its affiliates. All rights reserved.   Cisco Public#CiscoLive

Service Plane Architecture
C8200 Edge uCPE Platform

8-core CPU
(No Hyperthreading enabled)
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Easy Orchestration from vManage in SD-WAN mode
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App-hosting Architecture Overview

Platform Specific Data Plane

Libvirt-QEMU-KVM

VM App1 VM App2
IOSd 

Control 
Plane

NGINX 
Web 

Server

IOx
CAF

Linux OS

Control
Plane

Data Plane

BRKENT-2104 34

LXC 
App
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Application Resource Limits
Platform Dependent

iox-Router# show app-hosting resource
CPU:
Quota: 80(Percentage)
Available: 80(Percentage) !! Max App-hosting % CPU limit
Quota: 800(Units)
Available: 800(Units)

VCPU:
Count: 1 !! App-hosting CPU core limit for KVM

Memory:
Quota: 4096(MB)
Available: 4096(MB)

Storage space:
Total: 225280(MB)
Available: 203085(MB)

iox-Router# 
vCPU: Allows to use minimum 1 vCPU 

(thread) per KVM Application 
CPU Quota: % CPU at Linux (host OS) level 

allocated for App-Hosting

BRKENT-2104 35
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• Only IOx LXC and KVM type containers are supported

• Docker workflow is supported

• Use ‘ioxclient’ utility to package as IOx package

Storage for Application Hosting: harddisk, bootflash, M.2 NVMe

Connectivity Options:
• Access via the management interface

• Access via the front-panel ports

Application Hosting on IOS XE Routing Platforms 

36BRKENT-2104
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Application Hosting 
Cat 9K
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Enables hosting docker containers and 3rd party apps

x86 CPU Linux-based OS Memory/Storage

Networking Today … Catalyst 9000
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Catalyst 9000
Catalyst 9300 – 16.12.1
Catalyst 9404,9407 - 17.1.1
Catalyst 9410 – 17.5.1 
Catalyst 9500H – 17.5.1
Catalyst 9600 – 17.5.1

Switching - Supported Platforms

Note: Catalyst 9200 and 9500 (non-H) do not support Application Hosting 
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Catalyst 9000 switch storage and compute
Resource type Catalyst 9300 Catlyst 9300X Catalyst 9400

Catalyst 9500
High Perf

Catalyst 9600

Networking

AppGig Port (1G) Yes No Yes No No

AppGig Port (10G) No Yes (2x10G) No No No

Management Port Yes Yes Yes Yes Yes

Resources

Memory 2GB 8GB up to 8GB up to 8GB up to 8GB

CPU 1 core (25%) 2 core (50%) 1 core (25%) 1 core (25%) 1 core (25%)

Storage
120/240 GB

(USB3.0/SSD)
240GB

(USB3.0/SSD)
240-960GB

(SATA)
240-960GB

(SATA)
240-960GB

(SATA)

Catalyst 9300

USB 3.0
120/240GB

Back panel

Catalyst 9400

M2 SATA
240/480/960GB

Plug into removable SUP

Catalyst 9500 
high-performance

M2 SATA
240/480/960GB

Back panel

For local storage and app hosting 
production

• 3rd party USB drives in front panel 
are not supported

• Applications can be hosted via CLI 
too
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App Life-cycle
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App Life-cycle: install, activate, start…

app-hosting install appid myapp package flash:myapp.tar

app-hosting activate appid myapp

app-hosting start appid myapp

app-hosting uninstall appid myapp

app-hosting deactivate appid myapp

app-hosting stop appid myapp

install activate start

uninstall deactivate stop

BRKENT-2104 42
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Open source apps

https://developer.cisco.com/app-

hosting/opensource/
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Ecosystem exchange

https://developer.cisco.com/ecosystem/spp

/#deploymentModel=763&technology=Net

working
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Cyber Vision 
demo [CLI]
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Protect your industrial control systems against cyber risks

•Cisco Cyber Vision
Asset Inventory & Security Platform for the Industrial IoT

Visibility
Know your assets

Operational 
Insights

Track your processes

Detection
Trigger alerts
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Two tier edge monitoring architecture
Industrial cybersecurity that can be deployed at scale

Industrial 
Switching

Sensor

IoT Gateways /
Compute

Sensor

Industrial 
Routing

Sensor

Industrial
Wi-Fi

Sensor

Sensor Networking
(RF Mesh)

Sensor

Cyber Vision Center:
Centralized analytics & data visualization 

Cisco integrations 

ISE, Stealthwatch, Firepower, 
DNA-C

Partner integrations 

SIEM, CMDB
ICS vendor software

Cyber Vision Sensors: Deep Packet Inspection built into network elements 
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Visibility: C omprehensive asset inventory

Track the industrial assets to protect throughout their life cycles
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C ommunication: Map application flows

Drive network segmentation and fine-tune configurations
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Protocols
Standard Protocols

Electrical engineering & Power 

system automation
IEC 104, IEC 101 over IP, DNP3, IEC 61850 (MMS, Goose), 

C31.118, DLMS /

COSEM

Building Management Bacnet, Ethercat

SCADA/Data acquistion OPC-DA, OPC-UA, OPC-EA

IT Networks Ethernet, TCP/IP, DNS, ARP, FTP, HTTP, HTTPS, TFTP, RDP, 

STP, DHCP, SQL

SErver, IMPA (S), LDAP(S), Netbios, NTP, POP3, OSPF, Netbios, 

Telnet,

Syslog, SMTP, IKE, LLD, SSH, browser, RPC, ICMP, SNMP, SMB, 

NTLM, DCERPC
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demo
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ThousandEyes
demo [DNAC]
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HTTP/DNS/RTP Server

App Experience

Deep visibility into every layer

8

3
93

5

4

6

8

6

Time Correlated

Scope and Domain

Network Metrics

Network Path

BGP Monitoring
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Lightweight software-based agents, easily installed on your 

own network, provide visibility from within the enterprise 

campus, data centers, cloud VPCs/VNets, and branches.

Supports active monitoring, SNMP-based monitoring, and 

topological mapping of internal network devices.

Enterprise Agent Endpoint Agent

Lightweight service installed on 
end-user laptops and desktops 

that provides proactive and real-
time monitoring of application 

experience and network 
connectivity 

End-User Experience

C loud Agent

Globally distributed agents installed and 
managed by ThousandEyes in 200+ cities.

External Vantage Points

Enterprise Agent is applicable to Enterprise Switching Infra

What is ThousandEyes?

54BRKENS-2001

Digital Experience Monitoring SaaS platform to see, understand, and improve digital experiences of customers and employees over any 

network. We offer a distribution of global vantage points from where users can run a variety of tests.

Internal Vantage Points
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Service Assurance is beyond the Enterprise Domain
Use cases for ThousandEyes Enterprise Agent

Campus

Branch

Internet

Branch

SaaS Apps

1

2

3
Campus/DC to Cloud IaaS

Overlay Network Performance

Campus/DC/Branch to SaaS
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Troubleshooting SaaS & Monitoring C ampus

• Identifying poor user experience

• Did traffic handoff to SaaS app optimally?

• Was there an outage within Enterprise, WAN 
or SaaS backbone?

• Full path visibility to identify and 
resolve issues

• Active monitoring for Latency, Loss, 
Bandwidth, Jitter 

Hop-by-hop view of network paths and performance with Proactive Customizable Alerts

Agent to Agent/Server

Historical Performance View

Path Visualization

BRKENS-2001 57
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Platform support for Integrated ThousandEyes agent

ThousandEyes agent preloaded on flash

Running on Flash Running on SSD

Docker size ~ 200MB ~ 1.2 GB

CPU 1-2 vCPUs 2 vCPUs

RAM 1-2 GB 2GB

Storage
Flash 
~4GB (1GB app data)

SSD (120GB/240GB/..)

IOS
C9300:17.3.3
C9400:17.5.1

Starting from 17.6.1

Tests

Network
DNS
Voice
HTTP (Page Load and 
Transaction tests are not 
included)

All Tests including Page 
Load and Transaction 
tests

Catalyst 9300
Catalyst 9300L

Catalyst 9400
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DNA Subscription Benefit

22 x 1
(22 TE 
Units/Month)

1 x DNA A/P 
License

22 x 2500
(55,000 TE 
Units/Month)

2500 x DNA A/P 
Licenses

22 x 5000
(110,000 TE 
Units*/Month)

5000 x DNA A/P 
Licenses

• Provide ThousandEyes Enterprise Agent units every month based on active DNA A/P license in CSSM

• Units will not rollover to next month.

• Not require to host TE Agents on every C9300/C9400.

Enterprise 
Agent Units 

Pool

* Maximum TE Enterprise Agent units offer per customer. Can purchase extra TE units on Cisco GPL
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Enterprise Agent Units Consumption

• Flexibility of choosing different 
test intervals

• Option to purchase more TE 
units on Cisco GPL

• ThousandEyes Units Calculator:
https://app.thousandeyes.com/
calculator/
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How to get the licenses
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ThousandEyes Deployment Workflow

ThousandEyes Docker Image 
Download 

(only if not present in Flash) 

Deploy
Agent register with 
ThousandEyes

Account Creation

ThousandEyes Portal
1

2 3

4
Image Download

Cisco DNA Center 
(Mass Deployment)

IOS XE CLI 
(S ingle Deployment)

<or>
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demo
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App Life-cycle: install, activate, start…

app-hosting install appid myapp package flash:myapp.tar

app-hosting activate appid myapp

app-hosting start appid myapp

app-hosting uninstall appid myapp

app-hosting deactivate appid myapp

app-hosting stop appid myapp

install activate start

uninstall deactivate stop
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Original State
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Target Application Workflow

See Realtime Data

Gathered data by IR1101 router is 
visualized by Cisco Kinetic EFM 
deployed in DC

Apply Kinetic ZTP Policies

IR1101 GW is automatically 
configured based on Cisco Kinetic 
GMM policies

Deploy New Location

Connect IR1101 into 
LNG/LCNG System

Any operational employee plugs 
IR1101 into the local LNG/LCNG 
Systems
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Run KVM app
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Syslog Server

73BRKARC-1002

Step 1: Build a CENTOS VM

Step 2: Install Syslog Application on VM

Step 3: Create a OVA Package and Install it on Router

Step 4: Configure Router (Mandate Configuration)
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Installing Syslog

74Presentation



© 2021  Cisco and/or its affiliates. All rights reserved.   Cisco Public

© 2021  Cisco and/or its affiliates. All rights reserved.   Cisco Public#CiscoLive

Installing Syslog
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Installing Syslog
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Use vi /etc/rsyslog.conf to Edit syslog settings
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Installing Syslog

77BRKARC-1002

Enabling Firewall to Allow port 514

Verifying port 514 connection status
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Create a OVA Package and Install it on Router
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Steps to Install

79BRKARC-1002

STEP 1 :- Installing the Service Container:

Copy the SyslogServer.ova file onto a USB stick, insert it into the 
router and type:

copy usb0:SyslogServer.ova harddisk:

or
Copy the SyslogServer.ova file onto a tftp/ftp Server and use the 
below command :

copy tftp: harddisk:
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STEP 2 :- Setting up Virtual Service
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STEP 3 :- Creating DHCP pool for the 
container

Create a DHCP pool so that the service 
container/Linux instance can acquire 
an IP address
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STEP 4 :- Installing the Virtual Service
virtual-service install name SyslogServer package harddisk:SyslogServer.ova
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STEP 6 :- Activating Virtual 
Service

Once that command shows the 
service is in Installed state, you 
can configure in IOS-XE for the 
service to be activated:

virtual-service SyslogServer
activate

Check the state using the same 
command as before:

show virtual-service list
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You should be able to successfully ping the service container



© 2021  Cisco and/or its affiliates. All rights reserved.   Cisco Public

© 2021  Cisco and/or its affiliates. All rights reserved.   Cisco Public#CiscoLive 85BRKARC-1002

!!! Let’s Login and Check the Logs on our own SyslogServer !!!
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Use Cases
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gRPC Dial Out Configured Telemetry

Cisco IOS XE 
16.10+

Receiver
Decodes to text

Collector

Time Series Database

Monitoring
and Visualizations

gRPC Dial-Out

telegraf

CLI

YANG

…or with… + Ansible




